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Abstract: Intrusion detection system is one of the most significant network security problems in the 

technology world. To improve the Intrusion Detection System (IDS) many machine learning methods are 

implemented. In order to develop the performance of IDS, different classification algorithms are applied to 

detect different types of attacks. For building efficient IDS is not an easy task and choosing a suitable 

classification algorithm. The best method is to test the Performance of the different classification 

algorithms and select best method from them. This paper aim is to assemble an IDS model in terms of 

confusion matrix, accuracy, recall, precision, f-score, specificity and sensitivity. It also provides a detailed 

comparison with the dataset, data preprocessing, number of features selected, feature selection technique, 

classification algorithms, and evaluation performance of algorithms described in the intrusion detection 

system. 
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I. INTRODUCTION 

Currently, intrusion detection system has gained a necessary role in computer and network security. IDS monitoring 

and analyzing network traffic is used to classify different types of attacks [1]. The network traffic action consists of 

many features collected in the form of a dataset to detect different types of attacks [2]. The enhance of the massive 

amount of data being generate the internet has caused the world of technology to look a big challenge [3]. Datasets 

represent instances that consist of several features and are related to the intrusion detection system [4]. It is essential to 

recognize the variety of data containing different types of attacks and features [5]. The trendiest data set that is being 

used for the intrusion detection system is a KDD'99 cup to develop predictive models for distinctive the relationship 

between intrusions or numerous attacks [6]. The intrusion detection system builds the model based on security data sets 

such as KDD99 and NSL-KDD [7]. It contains different types of features similar to an interpreter to distinguish the 

normal attacks from the abnormal ones as a features target [8]. The data set of classification model is splits into stage 

training and testing phase [9]. Therefore, it needs to select some useful and relevant features from the whole range of 

features to develop the performance of the model in the testing phase [10]. The significant stage to improve a 

classification model's quality is data preprocessing machine learning algorithms [11]. To solve a numerous types of big 

data set is one of crucial step to be performed. 

 Machine Learning (ML) techniques generally used in computer security data sets have newly become a trend in 

security tools [13]. It contribute to analysis and handling the massive amount of data and extract the essential features 

that are used in various techniques for feature selection [14]. IDS are a commonly used machine learning classifier to 

distinguish between various attacks as a class [15].For IDS many supervised classification algorithms such as Decision 

Trees, Naïve Bayes, K-Nearest Neighbor, Tree C4.5, Random Forest, Support Vector Machine, and Logistic 

Regression [16] are used. To classify and predict different types of threats especially using confusion matrix by 

evaluation of classification algorithms depends on different statistical metrics [17].  

 This paper is explained as follows: Section 2 explain the classification model, Section 3 describes effective of 

dimensionality reduction for feature selection, Section 4 describes performance evaluation appropriate metrics and 

Other sections are related works reviewed and compared with discussion finally give an conclusion. 
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II. CLASSIFICATION MODEL 

Supervised Machine learning model is used for intrusion detection systems based on binary or multi classes [18]. In 

supervised learning, data is always labeled, which takes each record in a dataset assigned to a particular class [19]. A 

classification model-based IDS classifies all the network traffic into either normal or abnormal classifier algorithms. 

[20]. Classification algorithms facing many problems in building an efficient model and need data preprocessing stage 

especially in high data dimensionality [21]. Choosing the best classification algorithm depends on the performance 

evaluation metrics in terms of confusion matrix and accuracy [22].  

The two stages of training and testing are included in data classification process in the dataset [23]. A building model is 

used to predict the class labels for a given data during training and testing phase and learn a classified as a 

target[24].Preprocessing of the data helps the classification model decrease time and complexity by removing 

inappropriate data to improve the classification algorithm efficiency [25]. Two groups are divided into network traffic 

dataset classification in which one group for testing and training model [26], [27]. The most popular classifiers are used 

Decision Tree (DT), Random Forest, SVM (Support Machine Learning), KNN (K-Nearest Neighbor), Naïve Bayes, 

and Logistic Regression [28]. 

 

III. EFFECTIVENESS OF DIMENSIONALITY REDUCTION FOR FEATURE SELECTION 

The redundant and irrelevant data are removed by using feature selection process for dimensionality reduction. At same 

time it speeds up the training and testing time and also enhances the accuracy of classification model [29]. Reducing the 

high dimensionality of data improves the process of feature selection. To detect and prevent different cruel attacks, each 

dataset covers various kinds of features [30]. Reducing inadequate features by using dimension reduction techniques of 

the high number of features [31]. Feature selection and feature extraction are two main techniques to prevail over high 

dimensionality. The feature selection requires finding a subset of relevant features of the original data set. The feature 

extraction reduces the data in the original high-dimensional data set space to a lower dimension space [32].  

There are many techniques used for dimension reduction, such as Principal Component Analysis (PCA) as a linear 

method, Linear Discriminant Analysis (LDA), Generalized Discriminant Analysis (GDA), and Support Vector Machine 

(SVM). In general, the IDS feature space faces the curse of dimensionality on a large scale. The curse dimension 

happens when big data set contains extra dimension space that does not occur in low dimensions [33]. By overcome 

from irritation of high dimensionality features problems using selection process [34]. Increase machine learning 

algorithm performance by removing unwanted features and uses the feature ranking [35]. Also, this process provides 

the model with the elimination of the unnecessary information and improvement in the generalization. Many techniques 

are used for feature selection such as Gain Ratio (GR), Symmetrical uncertainty, Chi-Square analysis, Information Gain 

(IG), and Practical Swarm Optimization (PSO) .  

 

IV. EVALUATION PERFORMANCE APPROPRIATE METRICS 

Several metrics have been designed to measure the effectiveness of IDS. These metrics can be divided into three classes 

namely threshold, ranking and probability metrics. Ranking metrics include False Positive Rate (FPR), Detection Rate 

(DR), Precision (PR), Area under ROC curve (AUC) and Intrusion Detection Capability (CID). The value of ranking 

metrics lies in the range from 0 to 1. These metrics depend on the ordering of the cases, not the actual predicted value. 

Confusion m a t r i x is a matrix that represents result o f classification. It represents true and false classification results. 

The followings are the possibilities to classify events and depicted is as follows, 

 True positive (TP): Intrusions that are successfully detected by the IDS. 

 False positive ( FP): Normal/non-intrusive behavior that is wrongly classified as intrusive by the IDS. 

 True Negative (TN): Normal/non-intrusive behavior that is successfully labeled as normal/non-intrusive by the 

IDS. 

 False Negative ( FN): Intrusions that are missed by the IDS, and classified as normal/non-intrusive.  

To solve this problem, different performance metrics are defined in terms of the confusion matrix variables. These 

metrics produce some numeric values that are easily comparable and are briefly explained in subsequent paragraphs. 

1. Classification rate (CR): It is defined as the ratio of correctly classified instances and the total number of 

instances.  
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2. Detection rate (DR): It is computed as the ratio b e t we e n t h e number of correctly detected attacks and the 

total number of attacks. 

3. False positive rate (FPR): It is defined as the ratio between the number of normal instances detected as attack 

and the total number of normal instances. 

4. Precision (PR): It is the fraction of data instances predicted as positive that are actually positive 

5. Recall: This metrics measures the missing part from the Precision; namely, the percentage from the real attack 

instances covered by the classifier. 

6. F-measure (FM): For a given threshold, the FM is the harmonic mean of the precision and 

7. Recall at that threshold. 

The impact of splitting data set ratio into training and testing phase affects the result of a confusion matrix. 

 

V. REVIEW OF CLASSIFICATION ALGORITHMS FOR IDS 

During the last decade, many works have been presented to improve the IDS to detect and prevent different malicious 

attacks from accessing computer information. Classification algorithms are one of the main concepts in the machine 

learning approach. Many researchers have analyzed and studied the Intrusion Detection System field, and recently more 

and more machine learning approaches are aligning with it to provide a better solution against intrusion. 

Ashraf & Ahmed (2018)proposed comparing some of the most efficient machine learning algorithms - J48, Naïve 

Bayes, and Random Forest. This research aimed to deduct a better detection rate and accuracy of the Intrusion 

Detection System. The comparison was used to draw new patterns and procedures to overcome vast amount of audit 

data. 

Colas & Bradzil (2006) proposed another comparative study to determine the best-suited algorithm in case of 

classification problems. The comparison was between Support Vector Machine (SVM) to K-Nearest Neighbor (KNN) 

and Naïve Bayes algorithms. Based on the performance analysis and processing time, they depicted a feature 

comparison between the above algorithms. 

Jiang et al. (2012) developed a text categorization model using an improved and better KNN text categorization 

(INNTC) and one pass clustering algorithm, which shows that the combination of the two-classification algorithm 

improves text categorization by reducing text redundancy better than typical KNN, Naïve Bayes and SVM algorithms. 

Aljawarneh,Aldwairi & Yassein (2018) provide insight into the network traffic meta-heuristic properties to create a 

better intrusion detection system. While large amount of data needs to be captured for performing an efficient analysis, 

a better model needs to be developed to feed the data into it.A new hybrid model was developed to estimate the 

intrusion level threshold on the network transaction data for training. From the results, it was found that the hybrid 

approach has a remarkable effect on the reduction of the computational and time complexity involved. The hybrid 

model’s accuracy was 99.81% and 98.56% for binary and multi-class datasets, respectively. While obtaining low false 

and high false negative rates, the issues were handled using data filtration through Vote algorithm with information 

gain. The hybrid algorithm consists of several classifiers – J48, Random Tree, Naïve Bayes etc. 

Elejla et al. (2019) showed a comparison between several classification algorithms such as KNN, SVM, Decision tree, 

Naïve Bayes, and Neural network to predict ICMPv6 based DDoS attacks by monitoring the network traffic and 

behavior of the attacks. The comparison showed that KNN was the fastest among the other algorithms to detect the 

attacks where neural network achieved the slowest rate. The classifiers detected most of the attacks ranging from 73% 

to 85% of the attacks. 

In 2020, Kachavimath et al. proposed a Distributed Denial of Service (DDoS) detection model to improve network 

security cases by using machine learning techniques. The K- Nearest Neighbour and Naïve Bayes algorithms were used 

for classification, and for feature extraction, the correlation was utilized. The proposed model was compared with the 

conventional learning models being applied on NSL-KDD and KDD Cup 99 datasets. The experimental performance 

showed that the KNN algorithm with eight features obtained the best results than Naïve Bayes. The different parameters 

are used for measurement of classification algorithm performance accuracy 98.51%, precision 98.9%, recall 97.8% f-

measure 1.005%, sensitivity 97.8%, specificity 99.12%, efficiency 98.48%, error rate 1.50% and ROC 0.99%. 

 In 2020, Bhosale and Nenova [68] proposed a new method for attack classification, which is Modified Naïve Bayes 

Algorithm (MNBIDS) with hybrid feature selection to improve the system accuracy of detecting attacks. The hybrid 
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feature selection method that ranks features according to the value of G_corrof for each selected feature. Additionally, 

compared the CNN, ANN, KNN, SVM algorithms and proposed (MNBIDS). The performance of MNBIDS is 

measured with the highest accuracy of 97%, precision 98%, and recall of 99%. The IDS performs data preprocessing, 

data normalization, and features extraction implemented in real-time data to KDD cup 99. 

 

VI. COMPARISON AND DISCUSSION 

 Machine learning techniques have been applied to the field of network security to improve intrusion detection systems. 

Previous sections reviewed some researches about classification algorithms applied to build the IDS model and 

evaluated the performance by different metrics in terms of accuracy, recall, precision, f-score, specificity, sensitivity, 

error rate, and dependable tool confusion matrix. The dimension reduction and feature selection had a good effect on 

the classification model performance because it reduces training and testing time via removing the irrelevant features, 

making the classification process more accurate and less complicated. 

 The best results for most reviewed studies showed that the Random Forest algorithm achieved the best accuracy of 

classification because it combines many decision trees that then decide the type of attack, leading to the decrease of the 

risk of over fitting. The random forest can deal with various big types of features that do not require data scaling. 

Moreover, the Practical Swarm Optimization (PSO) gets the best result for feature selection. 

 In this paper, the comparison is performed in terms of data set are data-preprocessing techniques, a number of features 

selected, feature selection techniques, classification algorithms, and evaluation metrics. This study aims to show 

different classification algorithms' performance by using different measurements to select a suitable classifier best 

model to gain speed and accuracy. 

Ref Data set 
Data preprocessing 

techniques 

No of 

features 

selected 

Feature 

selection 

techniques 

Classification 

algorithm 
Evaluation metrics 

2018 AWID Transformation values 

into integer 

Normalization scale 

32 

set,10set 7 

set,5 set 

ZeroR AdaBoost, 

Random Forest, 

Random Tree, J48, 

logit Boost, MLP 

Best performance 

Random Forest with 

32 features accuracy 

99.64%, precision 

0.995, recall 0.966 

2018 UNSWNB15 Apache Spark 

processing tools 

42 features 

out of 49 

 SVM, Naïve 

Bayes, Decision 

Tree and Random 

Forest 

best results Random 

Forest accuracy 97.49, 

Sensitivity 93.53, 

specificity 97.75 

2019 NSL-KDD convert nominal 

attribute to binary 

attribute non-numeric, 

dimension reduction, 

Normalization 

24 CfsSubsetEval SVM Naïve Bayes SVM best accuracy of 

93.95 

2019 NSL-KDD Reduce features 17,35 

 

Correlation 

Chi-Square 

ANN SVM Highest ANN with 

Wrapper(correlation) 

17 features, accuracy 

94.02% 

2020 UNSWNB15 categorical features 

remove redundant and 

irrelevant features 

13 Random 

Forest 

Classification and 

Regression Trees 

(CART) 

accuracy 87.74 

2020 NSL-KDD outlier detection when 34 

Accepted 

features 

Boruta 

Algorithm 

Random Forest accuracy 0.99892798 

Sensitivity 0.99852158 

Specificity 0.99939955 

2020 NSL-KDD without need 

preprocessing 

FeaturesF1 

F2, F5, F6, 

F23, F24 

Software SDN KNN, ELM, H-

ELM 

accuracy 84.29, False 

alarm rate 6.3 
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2020 KDD’99 Dimension reduction 9 PSO decision trees J48, 

SVM 

99.1 %, detection rate 

99.6 %, FAR 0.9 % 

2020 NSL-KDD Data Normalization - CART Tree Hybrid three 

decision tree 

accuracy 83.1485, 

Precision 97.2193, 

recall 72.4694, F-score 

83.0394 

2020 KDD reduction high 

dimension using 

Python 

- Feature 

reduction 

PCA 

Random forest 

decision tree, naïve 

bayes and SVM 

Best result Random 

Forest accuracy 

96.78% and error rate 

0.21%. 

2020 SE-

CICIDS2018 

missing values small 

sample of data 

23 Chi-square 

Correlation 

Decision Tree, 

Logistics 

regression, , and 

gradient boosting 

ensemble 

accuracy 98.8%, recall 

97.1%, precision 

98.8%, F1 97.9% 

 

VII. CONCLUSION 

Different machine learning methods depends on performance of IDS. Classification algorithms have a considerable role 

in helping IDS to discriminate different types of attacks. This paper aims to analysis different classifier algorithms and 

find the evaluation performance by using different metrics. By applying various metric measurements to evaluate 

classifiers' performance, noticed that the random forest algorithm achieved sufficient results and the highest accuracy to 

classify different types of attacks. The effectiveness of dimension reduction to reduce big data sets' complexity leads to 

select most favorable features to obtain better performance in classification in terms of accuracy and speed. 
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