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Abstract: India is an agricultural country and has such vast arable land, but yields are still very poor. There 

are many reasons for this. Basically, agriculture is dependent on monsoons, etc. However, one of the serious 

problems is that farmers are not aware of the latest technology and its use. Our project is mainly focused on 

predicting suitable crops for a specific time period area. This forecasting process depends primarily on 

meteorological conditions (monsoon) soil type, soil nutrient level, soil moisture level, etc. In our project, the 

model takes the above parameters as input and predicts suitable crops to grow in that environment. 

Depending on the values, the dataset can be prepared and trained using a machine-learning algorithm to 

achieve a specific output. 
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I. INTRODUCTION 

Agriculture is the backbone of any economy. In countries such as India, where the demand for food is increasing due to 

population growth, the development of the agricultural sector is required to meet that demand. In ancient times, 

agriculture was considered the main and most important culture practiced in India. Ancient peoples have responded to 

their needs by growing crops on their land. Therefore, it is cultivated as a natural crop and has been used by many living 

things such as humans, animals, and birds. Green products produced in the land brought by living things lead to a healthy 

and welfare life. Since the invention of new and innovative technologies and technologies, the agricultural sector has 

been slowly deteriorating. As a result, many inventions are concentrated on the cultivation of hybrid product artificial 

products that bring about a life harmful to health. Today, modern people are unaware of growing crops at the right time 

and place. These cultivation techniques change seasonal and climatic conditions for basic assets such as soil, water and 

air, leading to food instability. By analyzing all these problems and the problems of weather, temperature, many 

factors, etc. there is no proper solution or technique to overcome the situation we are facing. In India, there are several 

ways to stimulate economic growth in the agricultural sector. There are many ways to improve and improve the yield and 

quality of crops. 

Implementation of machine learning technology could have a big profit impact in agriculture. Predictions made by 

machine learning algorithms help farmers decide which crops to grow for maximum yield. The growth of agriculture 

depends on meteorological aspects such as temperature, rainfall, humidity, etc. rather than the surface temperature of the 

rotation of various soil parameters. The creation of this dataset has been reviewed in India over the past decade to ensure 

the learning and training of algorithms, Increases the accuracy rate of predictions. Yield forecasting is an important 

agricultural problem. Each farmer always wants to know how much harvest he can get from his expectations. In the 

past, yield forecasts were calculated by analyzing the farmer's previous experience with a particular crop. Agricultural 

yields depend mainly on weather conditions, pest harvesting work plans. Accurate information about the history of yields 

is critical for decisions related to agricultural risk management. Farmers check the yield of their crops per acre before 

planting in their fields. 

 

II. RELATED WORK 

J.P. Singh, Rakesh Kumar, M.P. Singh and Prabhat Kumar have come to the conclusion that a paper on applying 

classification methods to compare parameters and improve the probability of crop production will be helpful. You can 

also use the Bayesian algorithm to analyze and predict crops. The algorithms used are Bayesian algorithms, Kmeans 

algorithms are clustering algorithms, and support vector machines. The disadvantage is the lack of proper accuracy and 

performance. 
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According to Subhadra Mishra authors, Debahuti Mishra and Gour Hari Santra, came that it is an advanced research 

field and will grow in the future. The integration of computer science with agriculture helps to share agricultural 

harvest. 

This method also helps to provide harvest information and increase productivity rates. The algorithms used are artificial 

neural networks, decision tree algorithms, regression analysis. The disadvantage is that the clear method is not displayed. 

Author Karan Deep Kauri, concluded that his article part that various applications of machines are taken into account in 

the agricultural sector. And also provides insight into the problems in which Indian farmers face and how they can be 

solved with these techniques. This method helps to increase the agricultural sector in countries and apply more learning 

applications. The algorithms used are artificial neural network, Bayesian networks, decision tree algorithms, clusters, 

regression analysis. The disadvantage is less accuracy of performance. 

In E. Manjula Articles, S. Djodiltachoumy, concluded that the purpose of its article proposes and implement a rule-based 

system. And predictions produce crop yields from the previous data collection. The algorithms used are Kmean's 

algorithms, clustering methods. Disadvantages are only suitable for the use of linear rules and in consideration to 

consider less data. 

According to the authors B.Mallicajun Rao, D.Sindhura, B.Navya Krishna, K.Sai Prasanna Lakshmi, Dr. J Rajendra 

Prasad came to the conclusion that this method provides a useful and accurate knowledge. With this knowledge, we 

forecast and support the decision-making for different fields. The algorithms used are many linear regressions. The 

disadvantage is that it can be applied to restricted areas. 

In the article by T.Giri Babu, Dr.G.Anjan Babu, came the conclusion that the Agricultural algorithm method will supply 

solutions for farmers. You can also help to provide solutions for water and fertilizer problems. And this helps to get 

productive products. The disadvantage is that this method does not provide adequate accuracy for plants. 

Authors Raorane A.A, Dr. Kulkarni R.V, concluded that this method will help to estimate rains and to investigate the 

reason to obtain lower yields. The algorithm used is the regression analysis method. The disadvantage is that the specific 

procedure is not displayed. 

Siti Khirunnizabjo, Samihah Mustaffha, Wan Ishak Wan Ismail, concluded that this method offers a few peasant 

problems when providing good productivity. The algorithms used are artificial neuronal networks. The disadvantage is 

that it consumes more time. 

According to international Technology Science and Technology Research technology, the research technique journal 

has on the prediction of system yields based on existing data with random forest algorithms. The Tamil Nadu data has 

been used to build models and models tested with samples. Random forest algorithms can be used to predict accurate 

crop yields. 

Random forests for the prediction of global and regional crop yields, according to the Institute for Environment, 

Minnesota University, St. Paul, MN 55108, USA. The output outputs show that RF is an effective and different 

machine method to predict crop yields at regional and global scale on its high accuracy. 

 

III. PROPOSED SYSTEM 

CPython is the reference implementation of Python. Written in C, it meets the C89 standard with a selection of some 

C99 features. Compile your Python program with intermediate bytecode [101] and run it in a virtual machine. CPython 

is distributed with a large standard library created by mixing C and basic Python. It can be used on many platforms, 

including Windows and most modern Unixlike systems. Platform portability was one of the early priorities. 

 

IV. METHODOLOGY 

4.1 Modules 
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 Data Pre-Processing 

 Train and Test Model 

 

A. Data Pre-Processing 

Grain yield forecast data is preprocessed after collecting various records. The dataset contains many records. The process 

of preparing raw data and adapting it to a machine learning model. This is the first and important step in generating 

a machine learning model. The actual data generally contains noise, missing values, and has unusable formats that cannot 

be used directly in machine learning models. Data preprocessing is the work required to organize your data and adapt it 

to a machine learning model that improves the accuracy and efficiency of your machine learning model. 

 

Algorithm: 

1. Converting the data sets into .csv format 

2. Checking for null values Data frame.isnull() 

Syntax: 

              Pandas.isnull(“DataFrame Name”)or 

DataFrame.isnull() 

Parameters:Object to check null values. 

Return Type: Data frame of Boolean values which are True or false values. 

 

V. TRAIN AND TEST MODEL 

Machine Learning can create a model that predicts the outcome of a particular event and use a method called Train / 

Test to ensure that the model measures well. Training / testing is called because the method of measuring the accuracy 

of a model divides the dataset into two sets: a training set and a testing set 80% for training, and 20% for testing. Train 

your model using the training set. Test your model using the test set. Learning a model means creating a model. Testing 

the model means testing the accuracy of the model. 

 

5.1  

Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can be used 

for both Classification and Regression problems in ML. It is based on the concept of ensemble learning, which is a 

process of combining multiple classifiers to solve a complex problem and to improve the performance of the model. 

As the name suggests, "Random Forest is a classifier that contains a number of decision trees on various subsets of the 

given dataset and takes the average to improve the predictive accuracy of that dataset." Instead of relying on one decision 

tree, the random forest takes the prediction from each tree and based on the majority votes of predictions, and it predicts 

the final output. 

The greater number of trees in the forest leads to higher accuracy and prevents the problem of over fitting. 

The below diagram explains the working of the Random Forest algorithm: 
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Random Forest works in two-phase first is to create the random forest by combining N decision tree, and second is to 

make predictions for each tree created in the first phase. 

The Working process can be explained in the below steps and diagram: 

Step-1: Select random K data points from the training set. 

Step-2: Build the decision trees associated with the selected data points (Subsets). 

Step-3: Choose the number N for decision trees that you want to build. 

Step-4: Repeat Step 1 & 2. 

Step-5: For new data points, find the predictions of each decision tree, and assign the new data points to the category 

that wins the majority votes. 

 

5.2 Architecture 

 

 

 

 

 

 

 

 

 

 

 

 

The figure above shows the design of a system generated with agricultural datasets as input, and these datasets are 

preprocessed with all null values removed. These preprocessed data sets are completed and passed to the training and 

test model. After learning and testing is complete, it will be sent to Machine Learning using the Random Forest 

Algorithm. For better accuracy, a decision tree is generated compared to the previous accuracy values. This prediction 

allows you to use machine learning to get the final result for a particular crop in a particular region or season. 

 

5.3 Input /Output Design 

I'm using a Python library flask to create a single GUI window. This GUI window allows users to provide conditions, 

crops, etc. in their area. Then, using the Random Forest Algorithm, the system predicts crop yields in a particular area 

and provides the accuracy of the trained model. 

 

5.4 Flow Chart Design 
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5.5 Data Set 

Datasets containing values of SO2, NO2, RSPM, SPM, AQI, RICE_AREA, RICE_PRODUCTION, ICE_YEILD, 

WHEAT_AREA,WHEAT_PRODUCTION, 

WHEAT_YEILD choice tree algorithmic program. These datasets contain values of various eventualities within the 

fields so as to coach the model accurately. Sample datasets area unit as show in Table 1. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Datasets 

 

VI. RESULT 

The sample output as shown in figure four contains the values of temperature in each Centigrade and Gabriel Daniel 

Fahrenheit, humidity, water presence, associated prints likewise as sends an email aware of farmer. 
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1. Random Forest is flexible, easy to use Machine Learning algorithm. 

2. Random Forest is a supervised learning algorithm. 

3. The advantage of Random Forest Algorithm is Over fitting is less of an issue with Random Forests, unlike 

decision tree Machine Learning algorithms. 

4. Random Forest Machine Learning Algorithms can be grown in parallel. 

5. By applying the above algorithm we are getting the output for 10 acre is 215526 kgs. 
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VII. CONCLUSION 

We have proposed various machine learning algorithms for predicting crop yields based on temperature, rainfall, season 

and area. Experiments with the Government of India dataset have demonstrated that Random Forest Regressor offers the 

highest yield prediction accuracy. Other parameters such as rainfall, temperature, season, and area can be combined to 

predict output in a particular region. The results show that Random Forest is the best classifier when all the parameters 

are combined. This will not only help farmers choose the right crops to grow next season, but will also help close the 

gap between technology and the agricultural sector. The results show that accurate yield predictions can be achieved 

using the random forest algorithm. The random forest algorithm provides the model with the highest yield with the fewest 

models. Suitable for large yield forecasting in agricultural planning. 

So farmers can make the right decisions about the right crops to advance the agricultural sector through innovative ideas. 

The value predicted by the algorithm is close to the value specified in the historical data. In developing countries like 

India, farmers play an important role in GDP. So, by developing ML architecture for agriculture, it enhances and 

contributes to its overall GDP. The system can be enhanced further to add following functionality: 

1. By using IoT for taking inputs like soil moisture level and soil pH level sensors and temperature sensor by using 

the above sensor we can improve the accuracy 

2. This paper describes crop yield prediction ability of the algorithm. In future we can determine the efficient 

algorithm based on their accuracy metrics that will helps to choose an efficient algorithm for crop yield 

prediction. 

3. Crop diseases detection using Image Processing where users can upload picture of diseased crop and get 

pesticides recommendations. 

4. Implementation of Smart Irrigation System to monitor weather and soil conditions, plant water usage etc. to 

automatically alter watering schedule. 
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