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Abstract: “Disease Prediction” system based on predictive modelling predicts the disease of the user based 

on the symptoms that user provides as an input to the system. The system analyses the symptoms provided by 

the user as input and gives the probability of the disease as an output Disease Prediction is done by 

implementing the Naïve Bayes Classifier. Naïve Bayes Classifier calculates the probability of the disease. 

Therefore, average prediction accuracy probability 60% is obtained. 
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I. INTRODUCTION 
At present, when one suffers from disease, then the person must visit to doctor which is time consuming and costly too. 

Also, if the user is out of reach of doctor and hospitals it may be difficult for the user as the disease cannot be identified. 

So, if the above process can be completed using a automated program which can save time as well as money, it could be 

easier to the patient which can make the process easier. There are other Heart related Disease Prediction System using 

data mining techniques that analysis the risk level of the patient. 

Disease Predictor is a web-based application that predicts the disease of the user with respect to the symptoms given by 

the user. Disease Prediction system has data sets collected from different health related sites. With the help of Disease 

Predictor, the user will be able to know the probability of the disease with the given symptoms. 

 

II. REQUIREMENT 

For this, 15 real-world medical problems from the UCI machine learning repository (Asuncion and Newman, 2007) were 

selected for evaluating the performance of all algorithms. In the experiment it was found that NB outperforms the other 

algorithms in 8 out of 15 data sets so it was concluded that the predictive accuracy results in Naïve Baeyes is better than 

other techniques. 

 Logistic Regression (LR), 

 KStar (K*), Decision Tree (DT), Neural Network (NN) 

 Simple rule-based algorithm (ZeroR). 

 

2.1 Functional Requirement 

 Predict disease with the given symptoms. 

 Compare the given symptoms with the input datasets. 

 

III. INPUT DATA SET 

 

 

 

 

 

 

 

 

 

 

 



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

          International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 5, June 2022 
 

Copyright to IJARSCT                      DOI: 10.48175/IJARSCT-4957 815 
www.ijarsct.co.in 

Impact Factor: 6.252 

 

IV. WORKING 

4.1 Class Diagram 

It explains the classes used in the Disease Predictor classes used in total, Symptoms Reader: Reads the user input and 

creates the list of symptoms Symptoms Analyzer: According to symptoms parameter displays the subjective result. 

Calculate Values: Calculates the probabilistic model of the diseases. 

 

4.2 State Diagram 

 

 

 

 

 

 

  

 

 

 

Figure 2: State Diagram 
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4.3 Sequence Diagram 

It explains the sequence of the Disease Predictor. Initially system shows the symptoms to be selected. The user selects the 

symptoms and submits to the system .The Disease Predictor predicts and display the result 

Figure 3: Sequence Diagram 

 

V. OUTPUT 
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Predictive Accuracy of Bayes and other Technique 

 

VI. CONCLUSION 

This project aims to predict the disease on the basis of the symptoms. The project is designed in such a way that the 

system takes symptoms from the user as input and produces output i.e., predict disease. Average prediction accuracy 

probability of 55% is obtained. Disease Predictor was successfully implemented using grails framework 
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