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Abstract:  Face recognition is process of detecting facial images in real time and identifying facial image. 

Detecting and recognizing persons face to authenticate by their Multiview angled face is a real valued 

problem in machine vision. Multiview faces are having difficulties due to non-linear representation in the 

feature space. Facial images in surveillance or cellular scenarios often have large view-point variations in 

terms of pitch and yaw angles. This makes facial recognition more challenging. The main objective of this 

project is to Build a face recognition system which can identify facial images at different angles. Identifying 

suspects whose faces may be partially visible due to the varying angles at which CCTV cameras are typically 

placed. Identifying suspects by analysing CCTV feeds even when frontal face has not been clearly captured 

is the key challenge to this problem statement. This face recognition model is able to identify both frontal face 

and profile face this problem can be achieved using support vector machine (SVM) algorithm. 
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I. INTRODUCTION 

Biometric authentication systems primarily use in security scenarios such as in sensitive area surveillance and access 

control. On the use of authentication systems largely in public and private places for access control and security, face 

recognition/verification has attracted the attention of vision researchers. Several approaches have been proposed for face 

recognition based on 2D and 3D images. Identity verification of authentic persons by their multi-view faces is a real 

valued problem in machine vision research. However, in rotated multi-view face recognition system some difficulties 

occur due to non-linear representation in feature spaces. To minimize this limitation, a global representation approach to 

non-linear feature spaces is necessary Facial recognition is a way of identifying or confirming an individual's identity 

using their face. Face recognition systems can be used to identify people in photos, videos, or in real time. Face 

recognition is a biometric security component. Everyone has had the experience of not seeing anyone they know because 

of changes in posture, facial expressions, and light [7][8]. It is therefore not surprising that a computerized scanning 

system may face similar problems. Despite years of computer science, scientists from around the world have been unable 

to duplicate human performance.  

 

II. IMPLEMENTATION 

The Face recognition model we created using open Face model which is used to extract the 128-face embedding of a 

person and caffe model is used to detect the face of a person in realtime using OpenCV library and our face recognition 

model is trained using 128 face embeddings by using SVM algorithm and our model is able to recognize the face of a 

person in real time at different angles [1]. 

 

2.1 Proposed System Architecture  

Figure 1 represents the input dataset being provided that is basically the face and then in the second phase the face 

detection using Caffe Model[2] is taking place. The third phase includes the extraction of facial features using Open face 

and the processed output is fed as input to the training face recognition model, this model takes the extracted features as 

input and trains the face model. The trained face model provides an output which is fed as input to the Face Recognition 

using OpenCV and this provides the necessary output to us based on the face fed into the system and it recognizes the 

face using the following model. 
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                         Fig 1. Proposed system Architecture 

 

2.2 Face Detection using Caffe Model 

We can perform fast, accurate face detection with OpenCV using a pre-trained deep learning face detector model called 

Caffe (Convolutional Architecture for Fast Feature Embedding) model. This model takes 3 arguments the path to the 

image dataset, the path of the caffe prototxt file describes the network architecture for deployment time and the path to 

the pre trained caffe model [5]. After giving required arguments to the caffe model we load the network using OpenCV 

library, to achieve the best accuracy we run the model on BGR images resized to 300x300[3].  

 

2.3 Extracting Face Embeddings Using OpenFace Model 

After detecting the faces in the images using caffe model we pass the output of caffe model to the open face model we 

need to find a way to represent the face in numerical embedding. We can represent it using a pre-trained deep neural 

network called OpenFace. During the training portion of the OpenFace pipeline, 500,000 images are passed through the 

neural net. OpenFace trains these images to produce 128 facial embedding’s that represent a generic face of a individual 

person. OpenFace uses Google’s Face Net architecture for feature extraction and uses a triplet loss function to test how 

accurate the neural net classifies a face The embedding is a generic representation of anybody’s face. Unlike other face 

representations, this embedding has the nice property that a larger distance between two face embedding’s means that the 

faces are likely not of the same person. 

             Fig 2. 128 Facial Embeddings  

 

2.4 Training Face Recognition model using SVM (Support Vector Machine) 

The facial embeddings obtained from the openface model are trained using support vector machine algorithm SVM 

generates optimal hyperplane in an iterative manner, which is used to minimize an error. The core idea of SVM is to find 

a maximum marginal hyperplane (MMH) that best divides the dataset into classes. The training data given to the SVM 

classifier is the set of face embeddings and the set of labels. A Support Vector Machine (SVM) is a discriminative 

classifier formally defined by a separating hyperplane. In other words, given labeled training data (supervised learning), 

the algorithm outputs an optimal hyperplane which categorizes new examples [6]. The operation of the SVM algorithm 

is based on finding the hyperplane that gives the largest minimum distance to the training examples  [4]. 

 

III. CONCLUSION 

This Face recognition system which is trained using SVM can recognize the facial image of a person at varying angles in 

real time. even when the frontal face of a person is not completely visible this system can detect and recognize the both 

frontal and profile face at different angles with the accuracy of 97% as the face recognition model is trained using 128 

facial embeddings of a individual person using openface model this face recognition system can be used to recognize the 

terrorist and criminals using surveillance in public places. 
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