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Abstract: Internet of Things (IoT) networks contain millions of devices with the function of interacting with 

each other and providing useful things that were never available to us before. However, the diversity in types 

of IoT devices makes the IoT networks’ environments more complex and more vulnerable to various web 

attacks compared to traditional computer networks. We propose a novel machine learning based Web Attack 

Detection System (WADS) to alleviate the serious issues that IoT networks faces. Specifically, we have used 

two machine learning classifier to detect web attacks separately. We then use an MLP classifier to make the 

final decision according to the results obtained from the Dataset. In order to evaluate the proposed system, 

we have performed experiments on a public dataset as well as a real-word dataset running in a distributed 

environment. Experimental results show that the proposed system can detect web attacks accurately with low 

false positive and negative rates. 
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I. INTRODUCTION 

As one of the fastest-growing and widely used technologies on the Internet, Specifically, IoT contains millions of devices 

with the capability of interacting with each other and providing great convenience for us. Via IoT technology, smart 

cities, smart home, smart medical treatment, smart agriculture, and other smart fields are emerging. Our ways of life and 

work are becoming easier, more efficient, more interesting, and more convenient. There are millions of IoT devices all 

over the world, some of which are visible to us while others are not. The data collected from these devices and stored in 

datacenters contain vast amounts of information, which may contain individuals’ private information. More visible and 

invisible threats are emerging and causing irrecoverable damages.  

Due to the high concentration of various information, attackers often select storage and service servers as a primary attack 

target. Once the attackers gain access to the central severs, data breaches are inevitable. Furthermore, the local storage 

and computing limitations of IoT devices prevent them from detecting and defending against potential web attacks. A 

minor security threat has the potential to cause severe damage to IoT networks.  

Therefore, there is no doubt that ensuring the security of IoT networks is of great significance to the success of IoT 

applications. Compared with traditional computer networks, there are more terminal devices and traffic in IoT networks, 

which make IoT network security issues more complex and troublesome [4]. Recent works covering web attack detection 

systems (WADS) have shown a great capacity for the protection of traditional networks. 

 

1.1 MLP CLASSIFIERS: 

 We propose WADS, a novel ensemble deep learning-based system that can detect anomalous queries in which malicious 

codes are attached in an IoT network. We utilize a group of these deep learning models to produce different 

representations of URL requests in order to exploit the advantages from a variety of classification 

An ensemble classifier is utilized in EDL-WADS to improve the detection performance by combining results from 

different classifiers based on multilayer perceptrons (MLP) and these method of analyzing URL requests and 

transforming them into vectors automatically shows its superior capability of representing URL requests accurately. It 

has become the state-of-the-art method in the field of web attack detection. 
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Fig 1 MLP Classifier Process Flow 

 

II. LITERATURE REVIEW 

A literature review is a body of text that aims to review the critical points of current knowledge on and/or methodological 

approaches to a particular topic. It is secondary sources and discusses published information in a particular subject area 

and sometimes information in a particular subject area within a certain time period. Usually, it has an organizational 

pattern and combines both summary and synthesis. 

The method based on deep learning makes full use of the advantages of big data analysis and can detect web attacks more 

comprehensively and accurately. Ma et al. [18] used static features and evaluated the methods with the Naive Bayes 

model, support vector machine (SVM), and logistic regression (LR). The results show the deep learning model’s capacity 

of identifying web attack through these static features. Also, Kar et al.[2] proposed a system for web attack detection, in 

which the method based on statistical characteristics is used to represent URL requests, and a novel deep learning model 

is used to do classification task. The results achieved a high accuracy of 96.37%. Compared with the traditional detection 

method, deep learning approaches based on statistical characteristics make a significant increase in the result accuracy. 

These features depend on statistical characteristics of syntax trees generated by semantic analysis and syntactic analysis 

instead of raw requests. Lee et al. [19] proposed a novel method to detect SQL injection with removing values of SQL 

queries and comparing them with predetermined syntactic rules [11] used semantic tools to get a syntax tree from URL 

requests and defined various of statistical characteristics based on the syntax tree. Experimental results showed that their 

approach achieved promising performance in web attack detection. 

 

III. PRPOSED SYSTEM 

The feature learning module is applied to analyze URL requests and transform them into vectors with anomaly 

information attached. The deep learning models module is composed of three independent deep learning models for 

classification .The comprehensive decision module is utilized to combine those parallel results in order to obtain the final 

results for detection .The fine-tuning and updates module is designed to pretrain updates classifiers.  
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Fig 2 System Architecture of Proposed Model 

 
Fig 3 Use case diagram of the proposed system 

 

IV. MODULE DESCRIPTION 

Proposed System Modules  

 Dataset Collection  

 Pre-processing  

 Feature Extraction  

 

4.1 Dataset Collection 

The CSIC 2010 dataset has been broadly used to evaluate IDS. It contains various web attacks including SQL injection, 

cross-site scripting (XSS), buffer overflow, etc. Significantly, we extract 3329 SQL samples, 2053 XSS samples, and 

4812 benign samples and review them manually. Furthermore, we evaluate EDL-WADS on a real-word dataset, which 

is collected by a security company. 

A collection of related sets of information that is composed of separate elements but can be manipulated as a unit by a 

computer. Further the process moves and the next step of test is 

To evaluate the proposed WADS, we conducted experiments on a synthetic dataset as a benchmark collected in real-time 

by ourselves when performing attacks to the IOT network using attack tools. As part of our Process, we implemented 

WADS in a distributed environment and compared WADS with several approaches. 

The results are summarized in specifically, we first set group A based on our experiments and received promising results 

with accuracy, TPR, and FPR all higher than 98.5%. We then make little changes from group A to group C, the 

performance increased slowly and achieved the highest in group C. However, the performances of accuracy and precision 
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came to a sharp drop. We come to a conclusion that the kernel with size of 7 × 7 is too wide to extract useful features for 

the MRN model. The accuracy and precision increased immediately when the kernel of 7 × 7 is replaced. In the feature 

representation, we map every word in the URL requests to a vector of k-dimension, which is the row of the input matrix. 

T 

 
Fig 4.1 Accuracy graph on real world dataset 

 

4.2 Pre-processing 

Data preprocessing is a process of preparing the raw data and making it suitable for a machine learning model. The URL 

requests will be tokenized by all punctuations and become easier and more readable to handle after data processing and 

then, The embedding layer is added into deep learning models and is trained with classifiers , we use data preprocessing 

task.  

In the fine-tuning and updates module, all raw URL requests, normalized data, and detection results are recorded in a 

database to facilitate further analysis by the security experts. Moreover, EDL-WADS is designed to take advantage of 

experts’ analysis to fine-tune deep learning models in the training phase and update these models incrementally in order 

to discover new web attacks.  

When one of the three models is being fine-tuned and updated, the remaining two other models continue to work. This 

ensures the fine-tuning and update on one model makes very little negative impact on the overall detection making. Most 

importantly, in terms of the reliability, our proposed system is fault tolerant, namely, when one deep learning model is 

under attack e.g., attacks described in two other deep learning models are still active and making decisions jointly with 

very little performance degradation. 

In WADS, we used an MLP model as an ensemble classifier to combine all intermediate vectors and make the final 

decision. The structure of the ensemble classifier is depicted in Fig. 7. The inputs of the model are vectors calculated 

using immediate vector Vi and reliability vector Vr. The concatenation and flatten layer will merge these vectors into one 

and propagate it to the MLP model. The MLP model and sigmoid layer will make the final decision on web attack 

detection. 

We perform a comprehensive check and use an ensemble classifier. The comprehensive check is to calculate a vector Vr 

that denotes the reliability of results of every deep learning model, as described in Algorithm. First, we get Vm that 

represents the average of immediate vectors. 
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Fig 4.2 Comprehensive check of MLP classifiers 

 

4.3 Feature Extraction 

Features are the core of all deep learning applications on account of deciding the ceiling of the performance. As the first 

module of WADS, it plays a critical role in keeping the quality and integrity of the input data. Considering the diversity 

of URL requests, data processing is utilized to remove unimportant information and decode the data flow.  

In the feature representation of WADS, we use two methods for URL analysis, which are a method based on embedding 

layers and an approach presented. Significantly, we have concluded that automatic methods performed best in related 

works and utilized two automatic methods to analyze URL requests and transform them into vectors in WADS. 

We utilized three deep learning models for classification, they are the MRN model, LSTM model, and CNN model, 

respectively. Further, the process proceeds and then, the MRN is a new structure of a computing unit, which has been 

improved on the bias of Residual Network (ResNet). 

In WADS, we designed a CNN model that uses a feature representation method based on the embedding layer. The same 

procedure for URL requests normalization and feature representing model. However, in method two, the embedding layer 

is added into deep learning models and is trained with classifiers, while in method one, the model for normalization and 

classifier is separate and the model for normalization needs to be pretrained independently. It demonstrates that the 

comprehensive check and ensemble classifier have the capability of combining results from multiple deep learning 

models accurately and comprehensively. As a result, it helped improve the detection performance of EDL-WADS. 

 
Fig 4.3 Training and Test Dataset 
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Fig 4.4 Accuracy Score of SVC and MLPC classifier 

 

V. DEFINITION AND ACRONYMS 

EDL-WADS: Ensemble Deep Learning based Web Attack Detection System  

MRN : Modified Random Network 

LSTM : Long short-term memory 

CNN  : Convolutional Neural Network 

MLP : Multi-Layer Perceptron 

URL  : Uniform Resource Locator 

 

VI. RESULT 

The results obtained show that EDL-WADS achieves the highest accuracy, TPR, and precision as well as the lowest FPR. 

In this experiment, we collected 6075 anomalous requests from security tools and 4360 normal requests by programs 

automatically. The EDL-WADS system achieved 100% in TPR, which demonstrates that all web attacks are detected 

accurately. The other metrics also demonstrated high values. Only two of all requests are detected wrongly: normal 

requests were detected as malicious ones. 

The security tools that we have used to perform attacks all use common and simple security rules to scan the target system. 

EDL-WADS detects such simple and common attacks with very high accuracy. Nonetheless, the EDL-WADS truly 

demonstrated its effectiveness on real-time web attacks detection, given these attack tools that we have selected are the 

most commonly used ones on the Internet. 
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Fig 5 Output by the Proposed System 

 

CASE 1: IOT DEVICE ATTACKED 
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CASE 2: IOT DEVICE NOT ATTACKED 

 
 

VII. CONCLUSION 

In this article, we proposed a novel WADS, EDL-WADS, for IoTs. Specifically, the EDL-WADS consisted of some 

modules. A feature learning module for URL request representations. A deep learning module composed of three deep 

learning models for producing different representations of URL requests in order to exploit the advantages from a variety 

of classification. A comprehensive decision module for combing the results from the three deep learning models and 

making the final decision with an ensemble classifier. 
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