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Abstract: The volume of audio visual content produced on social networks has increased tremendously in 

recent decades, and this information is quickly spread and consumed by a large number of people. The 

disruption of false news sources and bot accounts for disseminating fake news is a possibility in this scenario. 

Applied research has been supported by promotional information as well as sensitive stuff over the network. 

Artificial Intelligence will be used to automatically assess the trustworthiness of social media accounts (AI). 

In this research, we describe a multilingual strategy to using Deep Learning to solve the bot identification 

problem on Twitter. End-users can utilise machine learning (ML) methodologies to assess the trustworthiness 

of a Twitter account. To achieve so, a number of tests were carried out using cutting-edge Multilingual 

Language Models. Construct an encoding of the user account's text-based features, which is then 

concatenated with the rest of the metadata to build a potential input vector on top of a Bot-DenseNet Dense 

Network. As a result, this article evaluates the language constraint from prior experiments where the 

encoding of the language was limited. Only the metadata information or the metadata information along with 

some other information was examined by the user account. properties of fundamental semantic text The Bot-

DenseNet also generates a low-dimensional representation of the data. Within the Information Retrieval (IR) 

framework, a user account can be utilised for any application. 
 

Keywords: Bot Detector, Deep Learning, Feature Representation, Language Models, Misinformation 
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I. INTRODUCTION 

Due to the benefits of posting, disseminating, and exchanging enormous volumes of multimedia material throughout the 

network, social media platforms such as Twitter and Facebook have developed a large level of popularity and influence 

among millions of users in recent years. As a result, as noted in [22], these platforms enable users to construct a digital 

community, which has enabled users to not only discover and embrace new relationships, but also to maintain and 

strengthen old ones., Due to the benefits of posting, disseminating, and exchanging enormous volumes of multimedia 

material throughout the network, social media platforms such as Twitter and Facebook have developed a large level of 

popularity and influence among millions of users in recent years. As a result, as noted in [22], these platforms enable 

users to construct a digital community, which has enabled users to not only discover and embrace new relationships, but 

also to maintain and strengthen old ones. 

However, the rapid rise of social media platforms has fueled a desire to sway people's opinions on specific issues by 

disseminating propaganda or skewed facts. Bots, which have been widely reported in various studies [31], [32], [40], are 

automatic systems capable of generating and spreading multimedia information throughout the network without the 

supervision of a human being.Furthermore, with the disruptive expansion of Artificial Intelligence (AI) algorithms, 

detecting bots or untrustworthy sources has become a critical topic that has to be explored. It sparked numerous studies 

and publications with the goal of developing robust autonomous systems to improve the quality of experience for 

consumers on such platforms by decreasing privacy threats while also enhancing platform trustworthiness. 

As a result, this article intends to advance the state-of-the-art in this field by presenting a novel method for automatically  

(i)encoding an input user account as a low-dimensional feature vector regardless of its language, and  

(ii) encoding an input user account as a low-dimensional feature vector. 
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(iii) creating a low-dimensional embedding that represents the user account's original input encoding vector and can be 

used for any other Information Retrieval purpose (IR). 

 

II. LITERATURE REVIEW 

Artificial intelligence (AI) techniques such as Deep Learning (DL) and Machine Learning (ML) methods have recently 

gained popularity and interest in many applied research and industry services related to social media analysis, where 

sentiment analysis and text classification have been the central focus of these investigations, particularly for search 

engines and recommender systems.As writers point out in [8,] the essence of sentiment analysis is extracting an aspect 

term from an input sentence to determine its polarity as positive, neutral, or negative, and it is usually solved as a multi-

class classification problem. 

Furthermore, sentiment analysis has been widely employed in multiple studies for both reviews and user opinions analysis 

in online commercial platforms [16], [47], as well as user behaviour mining in social media platforms like Twitter [6, 

[29], [37], [42]. 

Furthermore, in the last decade, the continuous growth of social media platforms such as Twitter and Facebook, as well 

as the widespread dissemination of non-trusted information on them, has sparked applied research to automatically 

identify these non-trusted sources, which in many cases correspond to non-human or Bot accounts. [9] proposed one of 

the first studies in this subject, which used a random forest technique to identify bots and non-bots accounts using a 

manually annotated dataset with roughly 2000 samples using a random forest approach to categorise bots and non-bots 

accounts. In the year 2016, BotOrNot was proposed in [12] as a tool for automatically detecting bots on Twitter based on 

similarities between social bot features. This model has sparked further research in the sector, with this service even being 

used to automatically annotate data from Twitter. 

The authors of [11] annotated over 8000 accounts and developed a classifier that obtained a high degree of accuracy for 

such a large number of examples. Furthermore, [38] presented a technique for detecting Twitter bots using a huge quantity 

of metadata from the account to conduct the categorization. Several scientific studies, such as [27], [44], [45], have lately 

included additional annotated samples to support this research, including certain strategies for reaching a higher level of 

accuracy by selectively picking a selection of training samples that better generalise the problem. [22] uses a language-

independent approach to uncover potential traits that can be used to distinguish between human and bot accounts.After 

that, the model is trained and verified using over 8000 data distributed in an imbalanced manner, and its accuracy 

approaches 98 % 

Furthermore, writers in [32] suggested a 2D Convolutional Neural Network. Detecting bots from human accounts using 

a network model based on user-generated material, including gender (male, female).female account) that is bilingual 

(Spanish and English). The authors of [40] investigate a similar purpose. As major N-Grams, both Word and Character 

N-Grams are used. To accomplish the classification, you'll need certain features. Recently, a new approach to the problem 

was proposed. new altmetrics data to be proposed by writers in [5],Investigate social networks, which are analysed and 

put to use. construct a Graph Convolutional Network (GCN) that achieves. This challenge required above 70% accuracy. 

Authors, on the other hand,[34] proposed a novel one-class classifier to improve Twitter bot identification without 

requiring any prior knowledge. concerning them 

By the time their trials were completed, most of the aforementioned methodologies were limited due to a lack of 

significant amounts of annotated data for this specific purpose. This difficulty is also mentioned in [45], thus this research 

took into account all currently accessible public datasets in order to construct a system that uses the most up-to-date, 

newest, and relevant state-of-the-art annotated data from Twitter. Furthermore, while many systems leverage both 

metadata and text-based features from user accounts, the text-based features are either extracted at a lexical level or only 

cover a few languages, such as Spanish or English. 

 

III. TRANSFORMERS MODEL FOR USER ACCOUNT ENCODING 

As previously stated, our technology is a multilingual approach capable of better identifying suspicious Twitter accounts 

based on a set of indicators that are independent of the account's language. More specifically, the methodology for 

developing the entire system can be divided into two stages: I a preprocessing stage in which a multilingual input vector 

for the user account is generated, and (ii) a final decision system in which patterns in the input vector generated during 
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the first stage are used to determine whether the account has normal or abnormal behaviour. Furthermore, the former 

procedure is in charge of getting a large number of annotated Twitter accounts in a binary format, with the positive class 

indicating that the account is a Bot and the negative class indicating that it is a human account. Following that, numerous 

features from each Twitter account were collected in order to improve some relevant factors, including I level of usage, 

(ii) level of reach, and (iii) profile data. 

      Finally, this first stage culminates in the creation of an input vector including both textual and metadata information 

for each Twitter account by merging all of the features. Section III-A explains the entire process in order to provide all 

of the implementation specifics. The latter method, described in Section III-B, is in charge of using Deep Neural Networks 

to automatically find patterns in the input encoding vector in order to accurately discriminate between bots and human 

Twitter accounts (DNNs). Furthermore, because of its low-dimensional character, this technique automatically gets a 

low-dimensional feature representation of the input vector, which may be utilised for any IR purpose in a more efficient 

manner. 

      A first step is required to aggregate various key elements from Twitter accounts in order to create a robust multilingual 

encoding representation that may be used as potential inputs for classification purposes across DNNs.  

The many tools and stages required to meet the objectives of this initial phase of the system are depicted in an exemplary 

block diagram. More specifically, the Twitter API is used in the first stage to retrieve all of the data from the set of users 

U. 1 Following that, each account is represented as a vector with two modalities in mind: text-based and metadata features. 

The former set is fed through a multilingual pre-trained LM model to provide a feature vector representation of the text 

information, which includes the account's description, username, and language. The final stage is a concatenation of both 

modalities into a single feature vector x, which encapsulates the information of an input user account. 

 

IV. PROPOSED SYSTEM 

We describe a multilingual method to addressing the bot identification task in Twitter using deep learning (DL) 

approaches to assist end-users in determining the legitimacy of a particular Twitter account. To do so, a series of 

experiments were carried out using state-of-the-art Multilingual Language Models to generate an encoding of the user 

account's text-based features, which were then concatenated with the rest of the metadata to create a potential input vector 

on top of a Dense Network called Bot-DenseNet. 

 

 

 

 

 

 

 
 

Figure 1: System Architecture of Proposed model 

 
Figure 2: Use case diagram of proposed model 
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V. MODULE DESCRIPTION 

Proposed System Modules 

 Dataset Collection 

 Pre-processing 

 Feature Extraction 

 Training 

 

5.1 Dataset Collection 

  There are several public datasets that address the bot identification problem from a binary classification perspective. 

Furthermore, some of these datasets were previously used to train and evaluate the [12] Botometer (formerly BotOrNot) 

service. However, as noted by the authors in [7], [28], the production of bot accounts fluctuates over time, and some of 

the given accounts have already been suspended by Twitter However, due to Twitter's policy restrictions, the datasets 

only contain the identification of the Twitter account and no other significant information. As a result, an extra data 

crawling procedure using the Twitter API is used to collect more information about the available accounts for the research. 

The following information is gathered, as stated in Section III: 

 Popularity metrics include the total number of friends and followers, as well as the total number of likes and 

comments. 

 Activity variables include: account age, average tweets per day, tweets & favourites counts, and account creation 

date. 

 Screen name, description, language, location, verified indication, and default profile indicator are all features of 

the profile information. 

The final complete dataset consists of 37438 Twitter accounts, 25013 of which were identified as human after crawling 

and preprocessing the data. accounts and the remaining 12425 are bots. 

 

5.2 Data Pre-processing 

The development of a user encoding vector based on the aforementioned collection is a critical aspect of this first stage. 

a set of features that will be used as input into the proposed deep learning model The proposed solutions in prior relevant 

works [7], [12], [13], [20] had two fundamental constraints: 1) they used metadata-oriented approaches to extract text-

based features at a semantic level in terms of Natural Language Processing, or 2) they used more complex NLP procedures 

based on N-grams or DL solutions, but only supported a restricted number of languages while completing the analysis.Our 

method, on the other hand, addresses the aforementioned constraints by combining important metadata characteristics 

with sophisticated models capable of converting text-based features into vectors regardless of the input text's language. 

A specific user account is represented as ui = [u t I u z I ] when given an input set of Users U = u1, u2,..., um. I = 1,..., m, 

where u t I denotes the text-based feature vector and u z I is the metadata-based feature vector. Our proposed method uses 

a mapping function f (u) to create a new set of Users U = u 1, u 2,..., u m, where u I = f (ui) = g(u t I ) || h(u z I ). 

We use the symbol || to express a concatenation operation between these two vectors in this situation. The system only 

considers information originating from the same target object, which is why a concatenation layer is used at the end of 

this process: 

the account of the user Other widely used Collaborative Recommender System alternatives, such as computing the outer 

product [19], were not considered for this approach because, in those scenarios, the information from the embeddings 

comes from two different sources: Users and Items, and the goal of the outer product is to catch similarities and 

discrepancies between these two sets. 

 

5.3 Feature Extraction 

A specific function g(u) is required for the production of the text-based vector from an input user account ui. Various 

state-of-the-art sentence-level encoders from various NLP frameworks were researched and explored. The Flair 

framework [2] was used to combine state-of-the-art Word Embeddings (WE) with Transformers [39], [43] for extracting 

strong document embeddings from text-based characteristics. In this work, the following main families of embeddings 
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were used. I Contextual string embeddings [3], which are taught without having any explicit concept of words, and so 

model words as sequences of characters. Furthermore, the context of words is provided by the surrounding text. 

[1] describes the JW300 Dataset, which was used to train the employed model. Multi-forward and multi-backward 

embeddings are used in this investigation. Their outputs have a 2048-dimensional dimension. 

[14] conceived and developed BERT (Bidirectional Encoder Representations from Transformers) embeddings, which are 

based on a bidirectional encoder. [39], [43] are examples of transformer architecture. The so-called bert-base-

multilingual-cased was used in this investigation. 

(iii) RoBERTa, an adaptive variation of the BERT embedding whose purpose is to increase performance in longer 

sequences or when large amounts of data are present, as suggested by [41]. We used the so-called roberta-large-mnli pre-

trained model in this situation 

Furthermore, several experiments involving three different solutions were carried out. The first method is based on 

employing one or more stacked embeddings, similar to the method provided by [25], to encode all text-based information 

from the user account at a sentence-level representation. Following that, a document-level representation is calculated 

using a Pooling model, which takes the average of all the stacked sentence-level embeddings. 

The second method involves training a recurrent network with a Long Short-Term Memory (LSTM) across all of the 

word embeddings required to construct the sentence-level encoding. Finally, the document-level embedding is produced 

directly using an intermediary layer from a pre-trained Transformer model. Additionally, the multilingual BERT 

transformer pre-trained model BERT-base-multilingual-cased as well as the RoBERTa pre-trained model roberta-

largemnli were used. The former provides a 768-dimensional embedded vector, while the latter produces a 1024-

dimensional embedded representation. The official Hugging Face repository has all of the details on the aforementioned 

pre-trained models. 

 

5.4 Training 

The goal of these experiments is to discover the best text embedding to layer on top of the Bot-DenseNet, together with 

the remaining metadata feature vector, in order to determine the best decision boundaries for downstream tasks like the 

one described in this paper. 

Summarises the results acquired throughout the training and validation steps for all potential input feature vectors. 

Because the dataset is unbalanced, the F1-score metric plays a critical role in the system's evaluation in order to 

objectively measure the success of recognising bots in a social network like Twitter, where only a small percentage of 

total accounts correspond to the bot category as defined inprior research [7], [27], and [34]. The F1-score was computed 

using both the recall and the precision at this specific epoch because the model is trained utilising an Early-Stopping 

callback to terminate the process in the epoch when the loss function in the validation set is no longer lowering. In 

addition, each row specifies the pre-trained LM used (Flair, BERT, RoBERTa, and so on), as well as the method used to 

construct the final input user encoding (through Pooling, bidirectional LSTM, or directly the embedding derived from an 

intermediate layer of the Transformer model). Table 3 shows that when the text embeddings are combined directly, the 

outcomes are as follows: 

The proposed model Bot-DenseNet achieves higher performance in terms of F1-score in both the training and validation 

sets, thanks to metadata characteristics collected from intermediary levels of the Transformers. When employing Pooling 

or LSTMs to generate the final text embeddings, on the other hand, the F1-score metric in the training phase is greater 

than in the validation phase, indicating that the model is overfitting. As a result, the system's performance when analysing 

unseen observations in future forecasts may suffer as a result of this problem. 
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VI. OUTPUT BY THE PROPOSED SYSTEM 

 
 

 
 

VII. RESULT 

One of the main goals of this paper is to analyse different input feature vectors based on Transformers, as well as other 

unique ways to assess the performance of the same DNN model, using an ablation study. Furthermore, the DL architecture 

was trained using supervised learning and a binary classification, with the Positive class referring to Bots and the Negative 

class referring to Human accounts. metric as the main measurement of the system's Due to the dataset's unbalanced 

constraint, two primary actions have been taken: I the F1-score metric as the major measurement of the system's 

performance because it balances both classes, as revised in [26]; (ii) the F1-score performance because it balances both 

classes during the training and evaluation of the system. 

The precision and recall metrics are combined into a single value, giving more accurate information about the model's 

ability to recognise both Positive and Negative classes than the traditional accuracy statistic. 

 

VIII. CONCLUSION 

A robust approach for detecting Bots in Twitter accounts is discussed in this paper. Transfer learning approaches have been 

used in this study to extract compact multilingual representations of text-based attributes linked with user accounts using 

powerful state-of-the-art NLP models such as Transformers. Several restrictions linked to processing text-based features 

to improve the input feature vector from multiple languages were minimised as a result of this. Furthermore, a final 

classifier termed Bot-DenseNet was trained and verified using a huge collection of samples gathered via the Twitter API 

by combining text encodings with extra metadata on top of a dense-based neural network. To acquire a single vector 

indicating the text-based properties of the user account, multiple tests were undertaken utilising various combinations of 

Word Embeddings, document embeddings (Pooling and LSTMs), and Transformers. Following that, a detailed comparison 

of the proposed classifier's performance when using these approaches of Language Models as input has been presented in 

order to determine which input vector provides the best result in terms of performance simplicity in the generation of 

decision boundaries and feasibility. 
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