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Abstract: Virtual learning has made students to face many challenges, it has made interactions 

complicated and difficult to understand the concepts. The proposed system is mainly developed 

to help students to have an effective learning. The proposed system mainly runs on voice 

commands given by user and has three modules: drowsiness detection, object recognition and for 

entertainment. A simple camera or desktop webcam can be used with the application to capture 

the real-time video and a speaker to accept the voice command. Based on the commands given 

by user the drowsiness detector will be start monitoring the student, detects the object and plays 

a music, movie or tells a joke. OpenCV which is an open-source library for image processing and 

computer vision which processes the captured video and forms frames. YOLOv3(You Only Look 

Once) is an image classifier that takes parts of the frames and creates the co-ordinates and 

rectangular window across the image. In this way the objects are detected and the output is in 

form of speech. The students are monitored using detector and a warning is generated in form of 

an alarm to keep the students awaken so that they can concentrate on their studies and understand 

the concepts easily. 
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I. INTRODUCTION 

   Virtual learning has made students to face many challenges such as constantly working with a system, reduces 

concentration and lack of communication. This project is mainly helpful for students which uses voice assistant and 

includes three modules which are: drowsiness assistant, object detection and for entertainment.   

   Due to this pandemic all the Educational Institutions have opted virtual learning which has been a challenging task for 

students to continuously sit, concentrate and be awake for longer duration. This project helps students to be attentive 

whenever they fall asleep by triggering an alarm. The drowsiness detection system is implemented using OpenCV.  

   Object detection is a phenomenon in computer vision that involves detection of various objects using OpenCV for 

image processing and YOLOv3 to detect the object in the frame in an accurate way. This feature helps students to 

recognize the objects in their surroundings easily. 

         If students feel bored listening to the classes constantly, they can be entertained just by giving a voice command 

as an input to the system to play a music, watch a movie, tell a joke etc. 

 

II. LITERATURE SURVEY 

The voice assistant which is proposed in this system mainly works on the users’ commands either to start a detector to 

monitor the student continuously so that he/she keeps awaken throughout his studies, to detect the objects in the 

surroundings and to get entertained. Currently, many researches are going on in the computer vision field for detection 

of drowsiness and objects. 
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   Kirbana Jai Raman et al. [1] proposed drowsiness detection model based on yawning and head movements. Face 

extraction is done using Support Vector Machine (SVM) and detects mouth parts using Circular Hough transform (CHT). 

CHT is been applied on mouth extracted regions to calculate the geometry of mouth. If a person covers the mouth while 

yawning it becomes difficult to detect drowsiness of a person, this led to the failure of the system. 

   Mika Sunagawa et al. [2] proposed a system which determines that a person is drowsy based on the behavioral and 

physiological information. Behavioral information such as facial features, head movements and eye blinking index. 

Physiological information such as heart rate variability, rate of respiration by direct contact with person. Here the person 

must be connected to Echocardiography (ECG) and respirometer directly to determine physiological features. If the 

connectivity is not proper and the person is not monitored continuously then the alarm will not be triggered thus the 

system fails. 

   Kun Wang, Mao Zhen Liu et al. [3] proposed an Artificial Neural Network (ANN) model to recognize the object using 

DCGAN (Deep Convolution Generative Adversarial Network) and faster R-CNN (Region-based Convolution Neural 

Network). Both night and day images are fed as input and to obtain high-precision detection results they have combined 

faster R-CNN target detection system through multi-scale ROI (Region of Interest) pooling. As this system uses R-CNN 

it fails to detect the objects in real-time as R-CNN uses Selective algorithm and also takes more time to find out the 

region proposals. 

   Kim et al. [4] compared different Convolution Neural Network (CNN) models for real-time object detection. They 

compared deep learning-based object detection models such as R-CNN, Fast R-CNN, Faster R-CNN, SSD (Single Shot 

Detector) and YOLO in their processing speeds and accuracy to determine the best performance. Faster R-CNN has 

lesser FPS (frames per second) but has better accuracy, while SSD had less accuracy with better FPS. The YOLO model 

was a middle ground and had high processing speed than all the models. 

   Wei Fang et al. [5] proposed a real-time object detection model which used Tiny-YOLOv3 improved version of 

YOLOv3. Object detection performance is enhanced in Tiny-YOLOv3 and has smaller model of size 8.9MB which 

reduces the system design and improves the runtime speed as Tiny-YOLOv3 is faster. But Tiny-YOLOv3 is about 23.7% 

accurate whereas YOLOv3 is 51-57% accurate in detecting the objects. 

 

III. ARCHITECTURE DIAGRAM 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. System architecture 
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IV. PROPOSED SYSTEM 

   Online classes are gaining importance these days. But they are not as effective as classroom teaching. The proposed 

project helps students to concentrate on their studies, have good interaction, helps to recognize the objects in their 

surroundings and to entertain whenever a student feels bored. This system mainly works as a voice assistant and has 

additional three features: drowsiness detection, object detection and for entertainment purpose. 

   There are chances of students getting bored and may feel drowsy. The project recognizes student drowsiness and 

generates an alarm keep them alert so that they can concentrate on their studies.  

   It also becomes easy for students to detect objects it the surroundings and gain knowledge on them. It also helps blind 

people in detecting the objects and obstacles. It also helps students to get entertained by listening to music, watch a 

movie or video and to tell a joke. 

   The proposed project is an innovative system which helps students to automate day to day task just by giving voice 

commands. The main cause of this proposed project is to have a dynamic interactive, effective and comfortable learning 

environment for students.  

 

IV. METHODOLOGY 

   As the proposed project uses AI based voice assistant and has three modules: drowsiness detection, object detection 

and for entertainment. Based on the voice commands given by the user the respective module will be activated and 

performs the necessary tasks and waits for the further commands from the user. The methodology of each module is 

detailed below: 

 

Steps involved in drowsiness detection are: 

1. In the first step, the video which is captured through the camera is processed and frames are extracted using 

OpenCV. 

2. If a face is found, the facial landmark detection is done. 

3. Extract the eye landmarks and create co-ordinates across the eye region.  

4. Eye Aspect Ratio (EAR) is computed to determine if eyes are closed. 

5. Compare the calculated EAR with the threshold: 

a. If EAR is below threshold value, then an alarm is triggered to alert the user and repeat from Step 1. 

b. If EAR is below threshold value, then repeat the process from Step 1. 

 

 

 

 

 

 

 

 

 

 

 

 

Steps involved in object detection are: 

1. The video captured is processed and converted into frames using OpenCV.  

2. These frames are passed to YOLOv3 where the objects in the image are identified and its location is given using 

co-ordinates. 
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3. The rectangular window is created across the object based on its co-ordinates using OpenCV and the object is 

recognized. 

4. The name of the object in form of text is passed to output speech which is converted to audio file using play-

sound (e-speak synthesize). 

5. The audio file is passed to the speakers through which it is outputted to the users. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Steps involved in entertainment module are: 

1. The voice commands given by user through the speakers is passed to the AI assistant. 

2. The AI Agent analyses the voice and opens the appropriate web browser and in turn opens the respective website. 

3. Performs the required task such as playing music or video etc. 

4. Waits for further commands from user and repeats the process from Step 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSION 

In conclusion this system mainly tends to focus on detecting the drowsiness of students and keep them alert by triggering 

an alarm, recognizing the objects and to entertain students. The main purpose of this project is to overcome the problems 

faced by students during virtual learning and help them to concentrate on their studies. Here the students need not give 

the commands manually all the processes are carried out using voice assistant which is easy and friendly for students to 

use. It helps students to have effective and interactive learning. 

In future this proposed system can be used by ed-tech (Educational Technology) companies to keep students alert so 

that they can concentrate on their classes and have effective learning. 
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