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Abstract: Many scholars have recently been interested in deep learning and character recognition. Deep 

neural networks exhibit cutting-edge performance in many classification and identification issues. The 

Optical Character Recognition (OCR) algorithm takes an optical picture of a character as input and 

provides the corresponding character with its current meaning and execution time as output. It has several 

uses, including traffic surveillance, robotics, and the digitalization of printed documents. Convolutional 

Neural Network (CNN), a prominent deep neural network design, may be used to construct OCR. The 

standard CNN classifiers are capable of learning the significant 2D characteristics contained in pictures 

and classifying them using the soft-max layer. The CNN is used to extract features. Several common CNN 

classifiers were investigated in order to discover optimal CNN for extracting features that may be utilised in 

combination with ECOC classifier for accurate recognition of handwritten or any character in Sanskrit. 

The given handwritten character image dataset is used to train and evaluate the CNN-ECOC. The 

simulation results reveal that CNN provides greater accuracy and somewhat different meaning than the 

classic CNN classifier. 
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I. INTRODUCTION 

    OCR is the technique of matching optical patterns in a digital picture to their corresponding characters. Character 

recognition is accomplished through crucial procedures such as feature extraction and categorization [1]. One of the most 

successful applications in the field of object recognition is the OCR system, which replicates the human capacity to 

identify printed forms of text. OCR applications include identifying a vehicle's registration number from an image of the 

licence plate, which aids in traffic control [2], converting printed academic records into text for storage in an electronic 

database, decoding ancient scripture, and automatic data entry via optical scanning of cards, bank checks, and so on. OCR 

technologies reduce typing errors and save time.Handwritten character identification is difficult, and academics have been 

experimenting with various algorithms over the last few decades. Deep neural networks have recently piqued the interest 

of many academics because to its undeniable capacity to solve computer vision problems such as object identification, 

classification, recognition [4], and so on. CNN is a common form of deep neural network that can learn and extract 

characteristics from 2D pictures. The CNN classifier is capable of recognising characters in a picture. Traditional CNN 

classifier design comprises of convolutional layers for feature extraction and fully connected layers followed by a soft-

max layer for classification. CNN is a powerful feature extractor [5]. 

    In this article, CNN, a hybridization of CNN architecture and ECOC classifier, is given. The CNN is used to extract and 

recognise features. In CNN-ECOC, the soft-max layer of classic CNN is replaced by the ECOC classifier. ECOC 

primarily translates multi-class classification problems into grey and binary formats in order to interpret input to the 

computer or our system problem using various coding schemes and a linear learner such as Support Vector Machine 

(SVM). The SVM transforms the inputs into a high-dimensional space where the distinctions between classes may be 

seen. The SVM can automatically prevent overfitting and has a high prediction accuracy [6]. The SVM is also more 

generalizable than neural networks [7]. 
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Convolutional Neural Networks 

CNNs are constructed from a large number of linked neurons with learnable weights and biases. CNN's neurons are 

structured as layers in its architecture. It is made up of an input layer, many hidden layers, and an output layer. When a 

network contains a significant number of hidden layers, it is referred to as a deep neural network. CNN's hidden layers 

link to a tiny part (receptive field) of the input space formed by the preceding layer rather than connecting to all, as in 

fully connected networks such as Multi Layered Perceptron (MLP) networks.Rectified Linear Unit (ReLU) is a nonlinear 

activation function. It substitutes negative values with zero, which helps accelerate learning. The activation function is 

applied to the output of each convolution layer. The pooling layer minimises the spatial size of each feature map, resulting 

in less processing in the network. Pooling also employs a sliding window that glides over the feature map in stride to turn 

it into representative values. The terms minimum pooling, average pooling, and maximum pooling are often used. Every 

neuron in the layer is fully linked to every neuron in the previous layer. 

 

AlexNet 

AlexNet has 25 layers. It has five convolution layers, followed by a ReLU layer and a maximum pooling layer. The cross-

channel normalising layer is added after the first two convolution layers. Cross channel normalisation is equivalent to 

channel-wise normalisation. It substitutes a normalised value acquired from neighbouring cells for each element. It also 

contains three completely connected layers, which are followed by the ReLU Layer, and the first two fully connected 

levels are also followed by dropout layers. The output of the last fully connected layer is sent into softmax, which 

generates a probability distribution with 1000 classes. AlexNet was created to recognise objects in ImageNet [11]. 

 

ZfNet 

ZfNet's design is similar to AlexNet's, however the filter size and number of filters utilised varies. In the first convolution 

layer, the AlexNet employs a filter of size 11 11 with a stride of 4, whereas the ZfNet employs a filter of size 7 7 with a 

stride of 4. In the third, fourth, and fifth convolution layers, the ZfNet employs 512,1024, and 512 filters, respectively, 

whereas the AlexNet employs 384,384, and 256 filters. The ZfNet was also built for object recognition in ImageNet [11]. 

 

LeNet 

As an input, LeNet accepts a grayscale picture of size 32 32. The design is made up of two sets of convolutional and 

average pooling layers, then a flattening convolutional layer, two fully connected layers, and a softmax layer for 

classification. The LeNet is a pioneering study in utilising CNN to recognise handwritten numbers from photographs. 

Many studies have presented various CNN architectures for identifying handwritten characters, with great accuracy. 

 

Working of CNN with OCR 

Convolutional Neural Network (CNN) is a Deep Learning method that can take in an input image, give importance 

(learnable weights and biases) to distinct aspects/objects in the image, and distinguish one from the other. After executing 

the algorithm, create a model and proceed to the testing step to predict the result. Figure 1 depicts the stages involved in 

character recognition. The input picture is fed into the CNN, which extracts the features, tests all essential cases and 

characteristics investigated by the extraction, and produces the matching character as an output after testing. 

 

Figure 1: CNN-OCR Working 
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II. IMPLEMENTATION AND R

For feature extraction, four distinct CNN architectures have been const

of the CNN's final fully linked layer. The CNN and ECOC were trained using the NIST handwritten character dataset 

[17]. Ciresan [7] presented handwritten character recognition using CNN and ECOC in 2011 an

Training and testing on the NIST dataset yielded accuracy of 88 percent and 93 percent, respectively. The goal of this 

work is to improve the accuracy of the CNN character recognition system by using the ECOC classifier. The dataset 

divided into 26 folders, each containing 2473 (1483 training images and 990 testing images) different upper

alphabet handwritten or image character images.

 

LeNet of Type 1 with ECOC Approach 

A grayscale picture of size 32 32 is fed into the LeNet of type one. The gradient descent back propagation approach was 

used to train it, and the mini-batch size and maximum epoch were set to 64 and 20, respectively. The training accuracy 

rate was 74.63 percent, while the testing accuracy rate wa

trained LeNet's final fully connected layer and put into an ECOC classifier.The mini

64 and 20, respectively, and training and testing accuracy rates of 89

Replacing the softmax layer with ECOC improves classification accuracy in the majority of networks. If the features are 

retrieved using the AlexNet architecture, the ECOC classifier has the best testing acc

studied brain tumour detection. N. Shelke et al [27] proposed the LRA

worked on an end-user system. Gururaj Awate et al. [29] investigated Alzheimer's disease. P. S. Bangare

[30-32] worked on object detection.Kalpana Thakare et al [33

M. L. Bangare et al. [39-40] worked on the cloud platform. Rajesaheb R. Kadam et al [41] and Sachindra K. Chavan et al. 

[42] have discussed security issues with cloud.
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IMPLEMENTATION AND RESULT 

For feature extraction, four distinct CNN architectures have been constructed. The features are extracted from the output 

of the CNN's final fully linked layer. The CNN and ECOC were trained using the NIST handwritten character dataset 

[17]. Ciresan [7] presented handwritten character recognition using CNN and ECOC in 2011 and Fanany in 2017 [18]. 

Training and testing on the NIST dataset yielded accuracy of 88 percent and 93 percent, respectively. The goal of this 

work is to improve the accuracy of the CNN character recognition system by using the ECOC classifier. The dataset 

divided into 26 folders, each containing 2473 (1483 training images and 990 testing images) different upper

alphabet handwritten or image character images. 

into the LeNet of type one. The gradient descent back propagation approach was 

batch size and maximum epoch were set to 64 and 20, respectively. The training accuracy 

rate was 74.63 percent, while the testing accuracy rate was 73.78 percent. The characteristics are then retrieved from the 

trained LeNet's final fully connected layer and put into an ECOC classifier.The mini-batch size and max epoch are set to 

64 and 20, respectively, and training and testing accuracy rates of 89.00 percent and 85.86 percent have been attained. 

eplacing the softmax layer with ECOC improves classification accuracy in the majority of networks. If the features are 

retrieved using the AlexNet architecture, the ECOC classifier has the best testing accuracy. S. L. Bangare et al. [20

studied brain tumour detection. N. Shelke et al [27] proposed the LRA-DNN approach. Suneet Gupta and colleagues [28] 

user system. Gururaj Awate et al. [29] investigated Alzheimer's disease. P. S. Bangare

Kalpana Thakare et al [33-38] have worked on various machine learning algorithms. 

40] worked on the cloud platform. Rajesaheb R. Kadam et al [41] and Sachindra K. Chavan et al. 

] have discussed security issues with cloud. 

Accuracy Graph: 

 
Model Loss Ratio: 
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ructed. The features are extracted from the output 

of the CNN's final fully linked layer. The CNN and ECOC were trained using the NIST handwritten character dataset 

d Fanany in 2017 [18]. 

Training and testing on the NIST dataset yielded accuracy of 88 percent and 93 percent, respectively. The goal of this 

work is to improve the accuracy of the CNN character recognition system by using the ECOC classifier. The dataset is 

divided into 26 folders, each containing 2473 (1483 training images and 990 testing images) different upper-case English 

into the LeNet of type one. The gradient descent back propagation approach was 

batch size and maximum epoch were set to 64 and 20, respectively. The training accuracy 

s 73.78 percent. The characteristics are then retrieved from the 

batch size and max epoch are set to 

.00 percent and 85.86 percent have been attained. 

eplacing the softmax layer with ECOC improves classification accuracy in the majority of networks. If the features are 

uracy. S. L. Bangare et al. [20-26] 

DNN approach. Suneet Gupta and colleagues [28] 

user system. Gururaj Awate et al. [29] investigated Alzheimer's disease. P. S. Bangare and colleagues 

38] have worked on various machine learning algorithms. 

40] worked on the cloud platform. Rajesaheb R. Kadam et al [41] and Sachindra K. Chavan et al. 



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

 International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

 

 Volume 2, Issue 5, May 2022 
 

Copyright to IJARSCT    DOI: 10.48175/IJARSCT-4141    812 
www.ijarsct.co.in  

Impact Factor: 6.252 

Here in below added images of some current working state of this system are as; 

 

III. RESULTS 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Main File 

 

 Fig 3: Registration File 

  
      Fig 4: Login File 



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

 International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

 

 Volume 2, Issue 5, May 2022 
 

Copyright to IJARSCT    DOI: 10.48175/IJARSCT-4141    813 
www.ijarsct.co.in  

Impact Factor: 6.252 

Fig 5: Master 

 
Fig 6: Check File 

Fig 7: Check File 

 

IV. CONCLUSION 

Handwritten character recognition methods employing CNN-ECOC, a hybrid of CNN and ECOC classifiers, are given in 

this article. The CNN is utilised for feature extraction, while the ECOC is used for character recognition. Three common 

CNN architectures, notably LeNet, AlexNet, and ZfNet, have been investigated in order to locate a suitable feature 

extractor. Based on the simulation results, it was discovered that LeNet had a poor accuracy rate. As a result, it has been 

changed by adding a dropout layer and a ReLu layer after the first completely linked layer, resulting in a greater accuracy 

rate. It has also been discovered that ECOC classifiers outperform CNN softmax classifiers in terms of accuracy. 
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