( IJARSCT

xx International Journal of Advanced Research in Science, Communication and Technology
IJARSCT International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal

ISSN: 2581-9429 Volume 6, Issue 3, January 2026 Impact Factor: 7.67

Review on Quantum ML Workload Prediction and

Categorization in Cloud Computing

Mahajan Sanchit Shrikant', Dr. Parvathraj K M M?, Dr. Sunny B. Mohite’
PhD Scholar, CSE, Srinivas University, Mangluru, Mukka, Karnataka, India'
Professor, AI&ML, Srinivas Institute of Technology, Mangluru, Mukka, Karnataka, India’
Professor, CSE, D Y Patil College of Engineering and Technology, Kolhapur, Maharashtra, India’®

Abstract: The rapid advancement of cloud computing has enabled large-scale deployment of machine
learning applications; however, the emergence of Quantum Machine Learning (OML) introduces new
challenges for cloud workload management. QML workloads exhibit unique execution patterns, hybrid
quantum—classical behavior, and distinct resource requirements that are not effectively handled by
existing cloud workload prediction and scheduling mechanisms. This paper presents a comprehensive
review of recent research on cloud workload optimization, scheduling, and characterization, highlighting
their limitations in supporting OML workloads. Based on the identified research gaps, a system model
and methodology for QML workload prediction and categorization in cloud computing environments are
discussed. The proposed approach emphasizes early workload analysis, feature-based prediction, and
intelligent categorization to enable proactive scheduling and efficient resource utilization. Furthermore,
key challenges related to quantum hardware limitations, hybrid integration complexity, and prediction
reliability are analyzed. This study provides foundational insights for designing scalable and intelligent
cloud platforms capable of supporting next-generation Quantum Machine Learning applications.

Keywords: Quantum Machine Learning, Cloud Computing, Workload Prediction, Workload
Categorization, Hybrid Quantum—Classical Systems, Cloud Scheduling, Resource Management

I. INTRODUCTION

With the rapid growth of cloud computing and the emergence of Quantum Machine Learning (QML), efficient
workload prediction and categorization have become critical challenges. Cloud platforms increasingly support
heterogeneous workloads, including classical machine learning, deep learning, and emerging quantum-inspired
workloads. Accurate prediction and classification of these workloads are essential for efficient resource allocation,
scheduling, cost optimization, and performance improvement. Several researchers have proposed Al- and ML-based
approaches to optimize cloud workloads, scheduling policies, and resource utilization. This section reviews existing
literature related to workload optimization, prediction, and characterization in cloud environments, which form the
foundation for extending these techniques toward QML workload prediction and categorization.

II. LITERATURE SURVEY

Priyadarshini et al. [1] presented an AI/ML-based workload optimization framework aimed at enhancing security and
scalability in cloud environments. Their approach improved resource utilization and system efficiency by analyzing
workload behavior patterns. However, the study focused primarily on classical AI/ML workloads and did not consider
the unique characteristics of quantum or hybrid quantum-classical workloads.

Liu et al. [2] proposed Ares, a fair and efficient scheduling mechanism for deep learning jobs using elastic fair queuing.
The scheduler improved fairness and reduced job starvation in shared cloud clusters. Although effective for deep
learning workloads, the approach lacks workload-type prediction capabilities and does not address quantum machine
learning workloads with distinct execution and resource requirements.

Sampling-based multi-job placement for heterogeneous deep learning clusters was introduced by Liu et al. [3]. Their
method improved cluster throughput by efficiently placing multiple jobs across heterogeneous resources. While the
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approach handles workload diversity, it assumes classical GPU-based training jobs and does not support workload
categorization for quantum or hybrid computational models.

Liu et al. [4] proposed SMore, a serverless-based co-location scheduling strategy to enhance GPU utilization in deep
learning clusters. The model achieved higher resource efficiency by intelligently co-locating workloads. However, the
study is limited to deep learning workloads and does not include workload prediction mechanisms for emerging QML
applications that may require different execution models.

Lin et al. [5] developed a universal performance modeling framework for machine learning training on multi-GPU
platforms. Their model accurately predicted performance across various configurations. Despite its effectiveness, the
framework is designed for classical ML training and does not incorporate workload classification or prediction for
quantum machine learning tasks.

UniSched, proposed by Gao et al. [6], introduced a unified scheduler capable of handling deep learning training jobs
with varying user demands. The scheduler improved overall system performance by considering workload priorities.
Nevertheless, the study does not address workload categorization or predictive modeling for quantum or hybrid
workloads in cloud environments.

Hu et al. [7] presented a workload characterization methodology using supervised and unsupervised deep learning
techniques. Their approach effectively classified workloads based on execution behavior and resource usage patterns.
This work is highly relevant to workload categorization; however, it is limited to classical workloads and does not
explore quantum workload characteristics.

Li et al. [8] proposed an interference-aware opportunistic job placement technique for shared distributed deep learning
clusters. Their method reduced performance degradation caused by workload interference. Although effective, the
approach does not incorporate workload prediction models and does not consider the distinct execution patterns of

QML workloads.
II1. ANALYSIS OF EXISTING WORKS
TABLE I: Analysis Of Existing Works
‘Author HYearHF ocus Area ”Methodology HKey Contribution HLimitation
1 Priyadarshini et 004 Clo.ud' . workload AI/ML.-based Improved. scalability| No QML support
al. optimization analysis and security
N kl
2 ||Liu et al. 2025||DL job scheduling Elastic fair queuing |[Fair scheduling © _ workload
prediction
ling- lassical kl
3 |[Liuetal. 2024|Job placement Sampling-based Improved throughput Classical - workloads
placement only
. S S 1 |- . N ML
4 ||Liu et al. 2025||GPU utilization erve?r o8 co Higher GPU efficiency © . . Q
location consideration
Perf A t fi N kl
5 ||Lin et al. 2024 e O@ance Universal ML model ccgra.e performanee) o . .wor oad
modelling prediction categorization
. . D d- Bett t N dicti
6 ||Gao etal. 2024|{Unified scheduling eman. aware E.: .er . systemymo . predietive
scheduling utilization analysis
] kl D learni . . . |Classical workl
7 ||Huetal. 2024 Wor Oac.l . P UM B ffective classification Classical - workloads
characterization models only
L Interference- . N t
8 |[Lietal. 2024|Job placement NCTICTENCE-aware g educed interference © quantum
placement workload study
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IV. MAJOR CHALLENGES

Despite the promising potential of Quantum Machine Learning (QML) for enhancing cloud intelligence, several critical
challenges hinder its practical adoption for workload prediction and categorization in cloud environments. These
challenges arise from limitations in quantum hardware, integration complexities with classical cloud systems, and the
inherent uncertainty of quantum computations.

a. Limited Availability of Scalable Quantum Hardware: Current quantum processors operate in the Noisy
Intermediate-Scale Quantum (NISQ) era, offering limited qubit counts, high error rates, and short coherence
times. These constraints restrict the size and complexity of QML models that can be deployed for real-time
workload prediction in large-scale cloud platforms. As a result, many proposed QML-based workload models
remain theoretical or are validated only through simulation.

b. Hybrid Integration Complexity : Cloud infrastructures are predominantly classical, whereas QML workloads
require hybrid quantum-—classical execution pipelines. Designing seamless coordination between classical
cloud schedulers and quantum accelerators introduces architectural complexity, increased latency, and
synchronization overhead. Efficient orchestration mechanisms for hybrid workflows remain an open research
problem.

¢.  Quantum Data Encoding Overhead : Mapping classical cloud workload metrics (CPU usage, memory demand,
I/O patterns) into quantum states requires specialized encoding techniques such as amplitude encoding or
angle encoding. These encoding processes can be computationally expensive and may negate the theoretical
speedup offered by quantum models, particularly for high-dimensional workload datasets.

d. Lack of Standardized QML Benchmarks :Unlike classical ML workloads, there is no widely accepted
benchmark dataset or evaluation framework for QML-based workload prediction. The absence of standardized
metrics, datasets, and experimental protocols makes it difficult to compare different QML approaches
objectively and assess their effectiveness in real cloud environments.

e. Noise and Prediction Reliability :Quantum computations are inherently probabilistic and sensitive to noise.
This uncertainty can lead to unstable predictions, which is problematic for cloud resource management tasks
that require high reliability and deterministic behavior. Ensuring consistent prediction accuracy under noisy
quantum execution remains a significant challenge.

f.  High Cost and Limited Accessibility :Access to real quantum hardware is costly and often restricted through
cloud-based quantum services. This limits large-scale experimentation and slows down the validation of QML
workload prediction models. Additionally, pricing models for quantum resources are not yet optimized for
continuous cloud workload analysis.

g. Skill and Toolchain Gap :The development of QML-based cloud solutions requires expertise in quantum
computing, machine learning, and cloud systems. The lack of mature development tools, debugging
frameworks, and skilled professionals poses a barrier to widespread adoption and industrial deployment.

h. Security and Privacy Concerns :Integrating quantum components into cloud systems introduces new attack
surfaces. Secure transmission of workload data to quantum processors, protection of quantum circuits, and
privacy preservation in hybrid execution environments require further investigation, particularly for multi-
tenant cloud platforms.

V.RESEARCH GAP IDENTIFICATION
From the reviewed literature, it is evident that significant progress has been made in optimizing, scheduling, and
characterizing classical machine learning and deep learning workloads in cloud environments. However, most existing
approaches do not address workload prediction and categorization for Quantum Machine Learning workloads. QML
workloads exhibit distinct execution patterns, hybrid quantum-classical computation models, and unique resource
requirements that are not captured by traditional workload models. Additionally, current studies lack predictive
frameworks capable of identifying and classifying QML workloads before execution. These limitations highlight the
need for a dedicated workload prediction and categorization approach tailored for QML workloads in cloud computing

environments.
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VI. PROPOSED METHODOLOGY
A. Data Collection and Preprocessing
The methodology begins with collecting workload traces from cloud-based ML platforms and quantum simulators.
Both classical ML workloads and quantum or quantum-inspired workloads are included to ensure diversity.

Preprocessing techniques such as normalization, noise removal, and feature selection are applied to prepare the dataset
for modeling.

ion Interface
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Fig. 1 A Sample flow diagram of proposed methodology

B. Feature Engineering

Key workload features are derived, including:

* Number of qubits and quantum circuit depth

» Hybrid execution ratio (quantum vs classical)

» Resource usage patterns (CPU, GPU, memory)

 Execution latency and job duration

« Historical scheduling behavior

These features help differentiate QML workloads from traditional ML workloads.

C. Workload Prediction Model

A machine learning-based prediction model is employed to identify workload characteristics prior to execution.
Supervised learning techniques such as Random Forest or Gradient Boosting can be used for prediction, while
unsupervised models such as clustering help detect unknown workload patterns. The prediction model estimates
execution cost, resource demand, and workload type.

D. Workload Categorization Framework

Based on prediction outcomes, workloads are categorized into multiple classes:
* Lightweight QML workloads

* Hybrid quantum—classical workloads

* Resource-intensive quantum simulation workloads
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This categorization enables the cloud scheduler to apply workload-specific resource allocation and scheduling
strategies.

E. Performance Evaluation

The proposed framework is evaluated using metrics such as prediction accuracy, categorization efficiency, resource
utilization, execution latency, and scheduling overhead. Comparative analysis with existing cloud workload
management techniques demonstrates the effectiveness of the proposed approach.

VII. FUTURE RESEARCH DIRECTIONS

Although existing research has significantly advanced cloud workload optimization and scheduling for classical
machine learning applications, several open research challenges remain in the context of Quantum Machine Learning
(QML). Future research can focus on developing hybrid workload prediction models that combine classical machine
learning techniques with quantum-inspired features to accurately identify QML workloads in cloud environments.
Additionally, there is a need for dynamic workload categorization frameworks capable of adapting to evolving quantum
hardware constraints and execution patterns. Integrating cost-awareness, energy efficiency, and execution latency into
QML workload prediction models represents another promising research direction. Furthermore, validating such
models on real-world hybrid quantum—classical cloud platforms will be essential to ensure practical applicability and
scalability.

VIII. CONCLUSION
This study reviewed cloud workload optimization and characterization techniques with emphasis on Quantum Machine
Learning (QML) workloads. It highlighted that existing cloud solutions are largely tailored for classical ML/DL and fail
to capture the unique execution and resource patterns of QML applications. To address this gap, a QML-focused
workload prediction and categorization methodology was outlined, enabling proactive scheduling and efficient resource
utilization. As quantum—classical integration grows in cloud platforms, such workload-aware strategies will be critical
for scalable and efficient hybrid computing, providing a foundation for future intelligent cloud management research.
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