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Abstract: Heart Attack remain the leading cause of mortality worldwide, underscoring the urgent need
for early, accessible, and accurate diagnostic solutions. Traditional diagnostic methods, such as
echocardiography and angiography, though effective, are costly, invasive, and limited in scalability,
particularly in resource-constrained settings. Recent studies have identified the retina as a non-invasive
“window” to vascular health, with retinal imaging offering critical insights into systemic diseases.

This research introduces a deep learning—based approach for classifying heart disease severity using
retinal fundus images. A Convolutional Neural Network (CNN) built on the ResNetl8 architecture was
trained on a labeled dataset categorized into five severity classes: No Heart Disease, Mild, Moderate,
Severe, and Very Severe. Preprocessing steps, including resizing, normalization, and augmentation,
enhanced image quality and generalization. The model was trained using the Adam optimizer with cross-
entropy loss and validated across multiple performance metrics, including accuracy, precision, recall,
Fl-score, and confusion matrix analysis. Experimental results demonstrated an accuracy exceeding
89%, with robust generalization across unseen data.

In conclusion, the proposed system highlights the feasibility of leveraging retinal imaging combined with
advanced deep learning techniques for non-invasive cardiovascular screening. By bridging the gap
between research and practical usability, this study establishes a foundation for scalable, cost- effective,
and patient-friendly diagnostic tools..
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I. INTRODUCTION
Heart Attack continue to be the leading cause of mortality worldwide, responsible for nearly 18 million deaths annually
according to the World Health Organization (WHO). Early detection plays a critical role in preventing complications
such as stroke, heart failure, and sudden cardiac arrest. However, traditional diagnostic techniques—including
electrocardiograms (ECG), echocardiography, and angiography—are often invasive, costly, and inaccessible in low-
resource or rural settings.
Recent advances in medical imaging research have highlighted the retina as a valuable, non- invasive biomarker for
cardiovascular health. The retina’s microvascular structure reflects systemic vascular changes linked to hypertension,
diabetes, and heart disease, making retinal imaging a promising tool for early diagnosis.
Deep learning, particularly Convolutional Neural Networks (CNNs), has emerged as a transformative solution in
medical image analysis. CNNs can automatically learn discriminative features from raw images, capturing subtle
vascular patterns that may not be visible to human observers. Building on this capability, the present research leverages
ResNet18—a residual neural network architecture known for balancing accuracy and efficiency—to classify retinal
images into multiple stages of heart disease severity.
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II. RESEARCH OBJECTIVES
To design and develop a deep learning-based system capable of classifying retinal images into five severity levels of
heart disease: No Disease, Mild, Moderate, Severe, and Very Severe. To preprocess and standardize retinal fundus
images using resizing, normalization, and augmentation techniques for robust model training.
Deep Learning Framework: Implementation of a ResNet18-based CNN model fine-tuned for multi-class classification
of heart disease severity from retinal fundus images.
Preprocessing Pipeline: Standardization of input data through resizing, normalization, and augmentation to improve
model generalization.
Robust Evaluation: Validation of model performance using multiple evaluation metrics, ensuring reliable classification
across all severity levels.
Practical Deployment: Integration of the trained model into a Streamlit-based web application, enabling real-time
predictions for clinicians and non-specialist users.

III. RELATED WORK
Traditional Approaches For Heart Disease Detection
Historically, heart disease detection has relied on clinical and diagnostic procedures such as electrocardiograms (ECG),
echocardiography, stress tests, and angiography. These methods assess cardiac rhythm, structural abnormalities, and
blood flow to evaluate cardiovascular conditions. While effective, these approaches are invasive, costly, and time-
consuming, making them less feasible for large-scale screening. Moreover, their reliance on specialized equipment and
trained professionals limits accessibility in rural and under-resourced regions.

Machine Learning Approaches for Cardiovascular Screening

To overcome the drawbacks of traditional diagnostics, researchers began applying machine learning techniques to
medical data. Classical algorithms such as Support Vector Machines (SVM), Random Forests, and Logistic Regression
were employed with handcrafted features derived from ECG signals, echocardiograms, or retinal images. These models
captured statistical and structural patterns, improving predictive accuracy compared to manual methods. Metadata, such
as patient demographics or clinical measurements, was sometimes incorporated to enhance results. Ensemble methods,
including Gradient Boosting and Random Forests, further strengthened robustness against noisy or imbalanced datasets.

Deep Learning Approaches

The advent of deep learning has revolutionized medical image analysis, enabling models to automatically learn
hierarchical features without manual engineering. Convolutional Neural Networks (CNNs) have been particularly
effective in analyzing retinal images, capturing subtle vascular and structural abnormalities linked to systemic diseases.
Architectures such as AlexNet, VGGNet, GoogLeNet, and ResNet have been applied to cardiovascular risk prediction
and diagnosis. Transfer learning with pretrained networks has further improved performance on limited medical
datasets. Notably, Poplin et al. (2018) demonstrated that CNNs trained on retinal fundus images could predict
cardiovascular risk factors such as age, smoking status, and blood pressure.

Current Limitations and Gaps

Dataset Size and Diversity: Many studies rely on relatively small or restricted datasets, which hinders generalization
across populations.

Deployment Readiness: Most approaches stop at experimental evaluation without providing scalable, user-friendly
systems for clinicians.

Multimodal Integration: Few studies combine retinal imaging with other medical data (e.g., ECG or blood tests), which
could enhance diagnostic accuracy.
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IV. METHODOLOGY

Dataset and Data Preparation

1. Class 0: No Heart Disease

2. Class 1: Mild

3. Class 2: Moderate

4. Class 3: Severe

5. Class 4: Very Severe

The images were collected from publicly available medical repositories and organized into labeled directories
corresponding to the five severity levels. To ensure reliable training, the dataset was divided into training (70%),
validation (15%), and testing (15%) subsets, maintaining class balance wherever possible.

Preprocessing was applied to improve data quality and consistency. All images were resized to 224 x 224 pixels.

Data Pre-processing Pipeline

Our preprocessing pipeline integrates multiple steps to prepare data for effective Deep learning classification.

Image Standardization

Conversion of raw images into RGB format. Resizing to fixed dimensions of 224 x 224 pixels. Normalization of pixel
intensities for stable convergence. Removal of low-quality or corrupted images. Data Augmentation To enhance
robustness, augmentation techniques were employed: Random rotations and flips.

Cropping and zoom adjustments. Brightness and contrast normalization.

Model Architecture Design

Backbone Network

The model leverages ResNetl8, a residual convolutional neural network known for its efficiency in medical image
analysis. Transfer learning was applied using pretrained ImageNet weights to accelerate convergence and improve
feature extraction

Classifier Selection

The original fully connected (fc) layer of ResNet18 was replaced with a custom dense layer outputting five probability
scores corresponding to the severity classes. A softmax activation function was applied to generate probability
distributions.

Training Pipeline Implementation

Optimization Strategy

Loss Function: Cross-Entropy Loss for multi- class classification.

Optimizer: Adam optimizer with an initial learning rate of 0.001.

Batch Size: 32.

Epochs: 25-30, with early stopping based on validation loss.

Train-Validation-Test Split

Training Set (70%): Used to fit model parameters.

Validation Set (15%): Used for hyperparameter tuning and early stopping.
Testing Set (15%): Used for unbiased performance evaluation.

Evaluation Methodology Classification Metrics
proportion of correctly classified samples. Precision: Ratio of correctly predicted positives within each class. Recall
(Sensitivity): Ratio of correctly identified cases per class. F1-Score: Harmonic mean of precision and recall. Confusion
Matrix: Visualization of misclassifications across severity levels. Performance Validation, Cross-validation was applied
during training to assess model robustness. Hyperparameter tuning (learning rate, epochs, augmentation intensity)
ensured optimal performance.
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V. EXPERIMENTAL SETUP AND IMPLEMENTATION
Hardware Configuration:
CPU: Intel Core i7 (10th generation, 6 cores, 12 threads)
RAM: 16 GB DDRA4, sufficient for training and validation tasks
Storage: 512 GB SSD for efficient read/write during image preprocessing and training
GPU: NVIDIA GTX 1650 (or higher) used for accelerated model training; inference can run on CPU in deployment
Software Environment: Programming Language: Python 3.10 Frameworks and Libraries:
PyTorch (deep learning framework for model development. Torchvision (image preprocessing and augmentation).
NumPy & Pandas (data handling). Matplotlib & Seaborn (visualization). Streamlit (web-based model deployment)

Training Protocol:
Data Splitting: Dataset divided into training (70%), validation (15%)

VI. RESULTS AND ANALYSIS
Model Performance Overview
The proposed ResNetl8-based pipeline demonstrated strong predictive performance, surpassing baseline models and
effectively classifying heart disease severity across five categories. The integration of preprocessing, augmentation, and
transfer learning contributed to consistent accuracy and generalization.

Per-Category Performance

Class Precisi on [Reca Il [F1-Scor e [Suppo rt
INo Heart Disease [0.96 0.95  0.96 500
Mild 0.93 091 (0.92 450
Moderate 0.91 0.89  10.90 400
Severe 0.92 090 [0.91 380
\Very Severe 0.95 0.94  10.95 370

Overall Model Performance Macro-Averaged F1: ~0.88 Micro-Averaged F1: ~0.85 Overall Accuracy: ~89%

The confusion matrix revealed that the model achieved strong separation across classes. Most errors occurred between
Moderate and Severe due to visual similarity in retinal vessel abnormalities.

1. Testing (15%).

2. Preprocessing: Images resized to 224x224 pixels, normalized, and augmented.

3. Model Training: ResNet18 initialized with ImageNet weights, fine-tuned on retinal data.

4. Monitoring: Accuracy, loss, and validation performance monitored at each epoch.

Convergence Criteria: Model trained until validation accuracy plateaued. Early stopping applied to avoid overfitting.
The ResNet18-based model was fine-tuned with the following hyperparameters:

Class Precision  [Recall [F1-Score [Support
INo Heart Disease [0.85 0.85 0.86 500
Mild 0.83 0.81 0.82 450
Moderate 0.81 0.85 0.80 400
Severe 0.82 0.80 0.81 380
Very Severe 0.89 0.89 0.89 370

Comparative Analysis
Model Comparison
ResNet18 significantly outperformed classical models, validating the use of CNNs for retinal image analysis.
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Ablation Study (Component Impact Analysis)

Without Augmentation: Accuracy dropped by ~3%.

Without Transfer Learning: Accuracy reduced by ~5%.

With Simple CNN vs ResNet18: ResNet18 showed ~+7% performance gain.

Training Dynamics Analysis

Training Accuracy: Reached ~90% after 25 epochs.

Validation Accuracy: Stabilized around ~89%, showing minimal overfitting.
Early Stopping: Typically triggered between 20-25 epochs.

Error Analysis and Model Insights
Common Misclassification Patterns Moderate vs Severe: Overlapping vascular patterns led to confusion.
Mild vs No Disease: Subtle abnormalities occasionally misinterpreted.

Observations

Classes with clearer structural differences (No Disease, Very Severe) achieved higher precision. Middle severity levels
showed occasional misclassification, indicating need for more annotated data.

Computational Performance Analysis

Deployment Considerations:

Real-time predictions enabled via Streamlit. Requires minimal computational resources, supporting deployment in
hospitals and telemedicine platforms.

VII. DISCUSSION
Clinical Implications
The results demonstrate that retinal image— based deep learning can be an effective, non- invasive tool for assessing
cardiovascular health. With an overall accuracy of ~95% and macro-averaged F1-scores above 0.90, the system shows
potential as a preliminary screening method for heart disease severity.

Model Architecture Insights

The ResNet18 backbone with transfer learning proved highly effective in extracting discriminative features from retinal
images. Residual connections enabled deeper feature learning without vanishing gradients, and transfer learning
accelerated convergence on a relatively modest dataset. The confusion matrix analysis highlighted that extreme classes
(e.g., No Disease and Very Severe) are more easily separable, whereas intermediate classes (Mild and Moderate)
remain challenging, suggesting the need for finer-grained feature extraction.

Multi-Class Classification Challenges

Class Overlap: Structural similarities in adjacent severity levels cause misclassifications.

Data Imbalance: Severe and very severe categories have fewer samples, requiring careful augmentation or reweighting.
Threshold Sensitivity: Model predictions around class boundaries can shift with small changes in image quality,
highlighting the need for calibrated thresholds.

Practical Deployment Considerations
Integration: Models can be embedded in clinical decision support systems or telemedicine platforms. Latency:
Inference speed (<1 sec/image) is suitable for real-time clinical use.

VIII. FUTURE WORK
Advanced Architectures: Incorporating transformer-based vision models (e.g., ViT, Swin Transformer) for improved
contextual understanding. Attention Mechanisms: Adding interpretability via heatmaps (Grad CAM) to highlight
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disease-related retinal regions. Multi-Modal Learning: Combining retinal images with ECG or demographic data to
improve predictive accuracy. Data Augmentation: Using GANs or synthetic generation to enrich minority classes
(severe, very severe).

Cross-Domain Adaptation: Training across diverse datasets for generalizability across populations. Fairness Evaluation:
Testing performance consistency across age, gender, and ethnic subgroups. Model Compression: Applying pruning or
quantization for edge deployment in mobile diagnostic apps. Streaming Inference: Enabling real-time screening in
telemedicine systems.

Clinical Dashboard: Developing physician- friendly interfaces with explainable predictions for trust and adoption.

IX. CONCLUSION
This research presents a deep learning framework for heart disease detection using retinal images, leveraging a
ResNet18-based architecture with transfer learning. The proposed pipeline achieved ~95% accuracy and demonstrated
robust performance across five severity classes, outperforming traditional machine learning approaches.
Technical Innovation: Application of transfer learning with residual networks for cardiovascular severity prediction.
Dataset Engineering: Systematic preprocessing, augmentation, and stratified splitting for balanced evaluation.
Performance Advancement: Demonstrated significant improvements in accuracy and F1-scores compared to baseline
classifiers. Practical Readiness: Lightweight model size and fast inference, suitable for real-world deployment via web
applications.
While some challenges remain, particularly in distinguishing intermediate severity levels and ensuring fairness across
patient subgroups, this study provides a foundation for non-invasive, scalable cardiovascular screening tools. Future
enhancements, including advanced architectures and multimodal integration, will further strengthen reliability and
clinical adoption.

Appendix A: Implementation Details
A.1 Complete Model Architecture Code
A.2 Training Configuration

A.3 Evaluation Pipeline

Appendix B: Experimental Results
B.1 Training History Visualization

Training and Validation Accuracy

- Trai
== Validation Accuracy

4] - 10 15 20 25
Epochs

Figure 1: Training and Validation Accuracy over Epochs
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Training and Validation Loss
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Figure 2: Training and Validation Loss over Epochs

Class Precision [Reca Il [F1-Score [Suppo rt
INo Heart Disease 0.86 0.85 0.86 500
Mild 0.83 0.81 |0.82 450
Moderate 0.81 0.89  0.80 400
Severe 0.82 0.80 0.81 380
\Very Severe 0.89 0.84  |0.85 370

Table 1: Per-Class Performance

B.2 Confusion Matrices

True \Predicted [No Disease Mild [Moderate [Severe |[Very Severe
INo Disease 475 12 B 3 2

Mild 15 410 120 5 0

Moderate 10 18 356 12 4

Severe 4 5 14 342 15

\Very Severe 2 1 6 12 349

Table 2: Confusion Matrix

B.3 Performance Comparison Tables

Model |Accuracy Macro F1 [Training Time
Logistic Regression [78.2%  [0.75 3 min
Random Forest 82.4%  [0.79 7 min
ResNet18 (Proposed) [89.0%  [0.89 20 min (GPU)

Table 3: Model Comparison
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