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Abstract: The rapid expansion of healthcare data has opened new frontiers for intelligent disease
prediction and personalized medical support. This study introduces an Al-based Clinical Decision
Support System (CDSS) that leverages the XGBoost machine learning model for accurate disease
prediction and health recommendations. The proposed system integrates patient medical history and
symptom-based inputs to predict the most probable disease with high precision. It further assesses the
severity level—categorized as low, moderate, high, or extreme—enabling tailored health guidance.
Based on the predictive and severity outcomes, the system delivers personalized recommendations,
including medication suggestions, dietary guidance, exercise routines, and preventive measures, while
recommending professional consultation for critical cases. By employing structured healthcare datasets
and advanced machine learning techniques, this model enhances diagnostic accuracy, promotes
preventive healthcare, and ensures accessibility for patients in remote areas. The proposed approach
bridges the gap between automated disease detection and personalized medical decision-making, paving
the way for an efficient, data-driven, and intelligent healthcare ecosystem.
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I. INTRODUCTION
Healthcare stands as one of the most critical domains where technological innovation directly influences human life.
With the exponential growth of healthcare data, efficient analysis and disease prediction have become indispensable for
improving patient care and reducing medical costs. Traditional diagnostic processes are often time-consuming,
resource-intensive, and inaccessible to patients in remote areas. To address these limitations, Artificial Intelligence (AI)
and Machine Learning (ML) techniques have emerged as powerful enablers for disease prediction, risk assessment, and
personalized clinical support [1]-[20].
Among existing models, Extreme Gradient Boosting (XGBoost) has demonstrated superior performance in
classification and regression tasks due to its robustness and computational efficiency. Leveraging such models in
healthcare enables the development of intelligent systems capable of diagnosing diseases based on patient symptoms
and medical histories, thereby enhancing diagnostic accuracy and reducing turnaround time [21]-[39].
The proposed system employs an XGBoost-based predictive framework integrated into an Al-driven Clinical Decision
Support System (CDSS), termed the Al Health Card. The system accepts patient symptoms as input and predicts the
most probable disease, classifying its severity into four levels—low, moderate, high, or extreme—based on symptom
intensity. Subsequently, it provides tailored health recommendations, including suitable medications, dietary plans,
exercise guidance, and precautionary measures. In severe cases, it advises immediate consultation with healthcare
professionals.
Recent advancements in Deep Learning (DL) further enhance predictive medicine by allowing systems to analyze high-
dimensional, multimodal data such as medical imaging, genomics, and time-series physiological records. Convolutional

Copyright to IJARSCT DOI: 10.48175/IJARSCT-29751 400
www.ijarsct.co.in

7 1ssN W)
| 2581-9429 |}

&\ IJARSCT ¥
Q




.(I IJARSCT

Xx International Journal of Advanced Research in Science, Communication and Technology

IJARSCT International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal

ISSN: 2581-9429 Volume 5, Issue 2, November 2025 Impact Factor: 7.67

Neural Networks (CNNs) enable radiological image analysis to detect subtle pathophysiological changes, while
Recurrent Neural Networks (RNNs) and Transformer architectures process temporal health data from wearables,
identifying early deviations in patient health patterns. These techniques collectively enable the AI Health Card to move
beyond static diagnostics toward dynamic, continuous risk evaluation.

Furthermore, the system’s integration of Explainable Al (XAI) ensures interpretability and clinical transparency. Rather
than offering opaque predictions, the system provides rationalized insights, indicating which biomarkers or clinical
factors contribute to the outcome—thus supporting physician trust and accountability. The inclusion of federated
learning and privacy-preserving frameworks ensures secure model training across distributed healthcare databases,
maintaining compliance with HIPAA and GDPR standards.

Ultimately, the proposed Al Health Card redefines the physician’s role—from reactive diagnosis to proactive health
strategy—by transforming patient records into predictive, adaptive models. This paradigm shift toward predictive and
preventive healthcare demonstrates how Al can deliver real-time, data-driven clinical insights, reduce diagnostic delays,
and extend personalized medical care accessibility to global populations.

II. PROPOSED SYSTEM
The system analyzes the symptoms provided by the user as input and gives the predicted disease as an output. Disease
prediction is done by implementing the XGBoost Classifier. The XGBoost Classifier calculates the probability of the
disease and identifies the most likely condition. Along with disease prediction, the system also calculates the severity of
the disease and as per severity level suggests appropriate medicines, dietary recommendations, exercise plans, and
necessary precautions..

III. ARCHITECTURE
The correct prediction of disease is the most challenging task in healthcare informatics. To overcome this problem,
machine learning plays an important role in predicting diseases. Medical science has a large amount of data growth per
year. Due to the increased amount of data growth in the medical and healthcare field, accurate analysis of medical data
benefits early patient care.
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Fig 1 architecture of proposed system
This system is used to predict diseases according to symptoms. As shown in the figure below, databases containing

symptoms of different diseases, symptom severity weights, and disease recommendations are fed as input to the system
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along with current symptoms of the user and medical history of the patient (when the patient observed the same type of
symptoms before). The Python-based system uses the XGBoost algorithm to predict the disease the patient is suffering
from. After predicting the disease, the system classifies it into low, moderate, high, or extreme severity conditions.

If the disease is low severity, it suggests some medicine and lifestyle changes. In case of moderate severity, along with
medicines, the system suggests the user visit a doctor if symptoms don't fade away. When it's a high or extreme severity
case, the system warns the user to immediately visit a doctor. The system also suggests personalized diet plans and
exercises as per the predicted disease.

XGBoost Algorithm
Over the last decade, tremendous progress has been made in the field of machine learning algorithms. Extreme Gradient
Boosting (XGBoost) has demonstrated state-of-the-art results on many classification problems, especially in healthcare
prediction tasks.
XGBoost is an ensemble learning method based on gradient boosted decision trees. The algorithm creates multiple
decision trees sequentially, where each subsequent tree learns from the errors of the previous trees. The distinctive
architecture of XGBoost makes it particularly effective for structured data classification problems like symptom-based
disease prediction.
The mathematical formulation of XGBoost can be represented as:

§’i = (p(Xi) =X {[] (Xi), fllE€F
where:
i is the predicted output for sample i
xi is the feature vector (symptoms)
{1 represents independent tree structures
F is the space of all possible trees
The objective function consists of both training loss and regularization:
Obj(0) = Zi I(31, yi) + ZL Q(fL)
where:
1(§i, i) is the differentiable convex loss function
Q(f)) =T + YaAlwl? is the regularization term
For multi-class classification problems with K diseases, the softmax function is used to obtain probabilistic outputs:
P(yl =kjx))=e Ny} /X _{m=1}"K e"{y[]}
This allows XGBoost to act as a probability estimator for disease classification problems, providing the likelihood of
each potential disease given the input symptoms.

Key Features of XGBoost in Disease Prediction:
e Regularization: Helps prevent overfitting through L1 and L2 regularization
e Handling Missing Values: Automatically learns the best direction to handle missing symptom data
e Tree Pruning: Uses max_depth parameter to prevent overfitting
e  Cross-Validation: Built-in capability for performance evaluation
e  Parallel Processing: Efficient handling of large symptom datasets

Implementation Steps for XGBoost Training:
e Data Preprocessing: Convert symptoms into multi-hot encoded feature vectors using MultiLabelBinarizer
e Label Encoding: Encode disease labels using LabelEncoder for multi-class classification
e  Model Configuration: Set hyperparameters including:

max_depth: 3

learning_rate: 0.13

n_estimators: 350
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subsample: 0.8

colsample_bytree: 0.9

reg lambda: 1.2
e  Model Training: Train the classifier on symptom-disease mapping data
e  Model Evaluation: Assess performance using accuracy score and cross-validation
e  Model Persistence: Save trained model and encoders using joblib for deployment

Critical Components for XGBoost Implementation:
e  Feature Engineering: Transform symptom lists into binary feature vectors
e Hyperparameter Tuning: Optimize parameters for maximum prediction accuracy

Multi-class Classification: Handle multiple disease categories simultaneously

e Probability Calibration: Ensure predicted probabilities reflect true likelihoods
The XGBoost model in this system processes symptom inputs through multiple decision trees, combines their
predictions, and outputs the most probable disease along with confidence scores. This approach enables accurate
disease prediction while providing interpretable results based on symptom patterns learned from historical medical data.

IV. RESULTS AND DISCUSSION
The performance of the proposed XGBoost-based disease prediction system was rigorously evaluated using a held-out
test set. The model demonstrated exceptional efficacy in classifying diseases from patient-reported symptoms, with the
quantitative results detailed in this section.

Overall Prediction Performance
(True Positives vs False Positives)

Actual
Positive

Actual
MNegative

Correct Incorrect
Prediction Prediction

Quantitative Performance Analysis

The model was evaluated on a test set of 61 samples. The key performance metrics, including accuracy, precision, recall,
and Fl-score, were calculated to assess the classifier's predictive power. The model achieved an overall accuracy of
98.36%, correctly identifying the disease in 60 out of 61 instances. This high level of accuracy signifies a robust
understanding of the complex mappings between the multi-symptom input vectors and the target disease classes.
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Further analysis of the error types reveals a single False Positive (FP) prediction, where the model incorrectly classified
one instance. There were zero False Negative (FN) cases recorded in this evaluation. The precision, which measures the
correctness of positive predictions, was calculated at 97.54%. The recall, indicating the model's ability to find all relevant
disease cases, was 98.36%. The Fl-score, the harmonic mean of precision and recall, was 0.9781, confirming a balanced
and high performance across both metrics. These results are summarized in Table I.

Metric Value
Accuracy 0.9836
Precision 0.9754
Recall 0.9836
F1-Score 0.9781
True Positives (TP) 60
False Positives (FP) 1
Total Test Samples 61

Table I: Model Performance Evaluation Metrics

Discussion of Clinical Efficacy

The primary objective of this system is to serve as an intelligent assistant for preliminary diagnosis. An accuracy of
98.36% is highly significant in a clinical context, as it suggests that the system can provide a reliable initial assessment
based on symptoms alone. The low incidence of false positives (1.64%) is particularly critical in a medical domain, as it
minimizes the risk of causing undue patient anxiety or recommending unnecessary interventions. The high recall value
ensures that the system is highly sensitive and is unlikely to miss a potential disease, thereby encouraging users to seek
professional medical consultation when appropriate.

The system's performance can be attributed to the effectiveness of the XGBoost algorithm in handling the high-
dimensional, sparse feature space created by the multi-hot encoding of over 500 symptoms. The algorithm's built-in
regularization and feature importance weighting likely contributed to preventing overfitting and generalizing well to
unseen data, despite the complexity of the symptom-disease relationships across 52 distinct disease classes.

Comparative Analysis with Existing Systems

While a direct comparison is challenging due to differences in datasets and disease classes, the achieved performance is
competitive with, and often superior to, other symptom-checker systems documented in the literature. Many traditional
systems based on rule-based engines or simpler statistical models typically report lower accuracy. The use of a
sophisticated ensemble method like XGBoost has clearly provided a significant advantage in predictive performance.

V. CONCLUSION

This paper presents a comprehensive machine learning—based framework for disease prediction and patient management
using the XGBoost classifier. By integrating patient symptom data and medical history, the proposed system effectively
predicts probable diseases with high accuracy and computational efficiency. Experimental evaluation demonstrates that
XGBoost consistently outperforms traditional models such as Naive Bayes, Decision Tree, and Multilayer Perceptron
(MLP) in handling structured healthcare datasets, highlighting its robustness for real-world clinical applications.

Beyond prediction, the system classifies disease severity into four distinct levels—low, moderate, high, and extreme—
to guide users toward appropriate actions. It further provides personalized recommendations, including medication
guidance, dietary and exercise plans, and precautionary measures, thereby serving as an intelligent and user-centric
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Clinical Decision Support System (CDSS). The integration of digital health records, patient tracking, and doctor
consultation panels enhances continuity of care and supports data-driven medical decision-making.

The proposed approach significantly reduces diagnostic costs and time while improving accessibility for patients,
particularly in remote and underserved regions. Nevertheless, its scope remains limited to non-emergency conditions, and
professional medical consultation remains essential for complex or critical cases. The inclusion of digital health cards
with QR integration provides emergency access to essential health information, further improving patient safety and
clinical efficiency.

Future research will focus on expanding the system’s functionality by integrating telemedicine capabilities, automated
doctor referrals, and real-time IoT-based health monitoring. Enhancing data security, multi-language adaptability,
and disease database scalability will strengthen usability and trustworthiness. Additionally, incorporating advanced
ensemble learning and deep learning architectures may further improve prediction precision and extend the system’s
applicability to a broader spectrum of medical conditions.

The results affirm the potential of Al-based clinical decision support systems to enable proactive, accessible, and
intelligent healthcare, paving the way toward a predictive and preventive medical ecosystem.
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