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Abstract: The digital transformation of journalism has fundamentally reshaped the production, 

distribution, and consumption of news. This paper investigates the shift from traditional editorial 

gatekeeping to algorithmic curation, analysing how credibility and ethics are being redefined in an era 

dominated by platform algorithms, user-generated content, and real-time engagement metrics. Drawing 

on secondary literature and primary research conducted among journalism students and media 

professionals, the study explores the implications of algorithmic bias, the proliferation of misinformation, 

and the erosion of editorial standards that once upheld journalistic integrity. While algorithms enhance 

personalization and reach, they often prioritize virality over veracity, fostering echo chambers and filter 

bubbles. This shift challenges conventional notions of credibility, as audiences increasingly rely on social 

media platforms and influencers rather than institutional news sources. The research reveals a growing 

tension between speed and accuracy in digital newsrooms, driven by the competitive attention of the 

economy. Although digital tools help participatory journalism and democratized storytelling, they also 

demand a rethinking of ethical frameworks. The paper advocates strong media literacy initiatives, 

algorithmic transparency, and renewed editorial accountability to restore public trust in journalism. It 

concludes that journalism education must evolve to equip future journalists with critical skills to navigate 

and challenge algorithmic systems, while upholding the core values of truth, fairness, and responsibility. 

By reimagining credibility and ethics in the context of digital journalism, this study contributes to 

ongoing debates about the role of technology in shaping public discourse and democratic engagement.. 
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I. INTRODUCTION The Shifting Sands of News 

Remember when the morning newspaper or the evening news broadcast was a shared ritual? Families gathered around 

the TV or passed around the paper, trusting that what they read or heard had been carefully vetted by professionals. 

Editors and journalists acted as gatekeepers, deciding what was newsworthy, verifying facts, and upholding ethical 

standards. That model, rooted in institutional accountability, has largely been dismantled by the digital revolution 

Today, news is no longer a curated experience—it’s a constant stream, shaped not by human editors but by algorithms. 

A teenager with a smartphone can break a story before a newsroom does. A tweet can go viral faster than a front-page 

headline. While this democratization of information has its merits, it also brings chaos. Algorithms, designed to 

maximize engagement, often prioritize sensationalism over substance. They lack ethical reasoning, yet they determine 

what millions of people see. 

This shift has created a credibility crisis. The boundaries between a verified news report, a paid advertisement, an 

opinion piece, and outright propaganda have become so blurred that many people can no longer tell the difference 

between them. We’re increasingly getting our news from social media influencers or friends on Facebook rather than 

from professional news organizations. This study dives into this new, complex reality, exploring how our notions of 

credibility and ethics are being reshaped. It asks a crucial question: In a world where algorithms, not editors, call the 

shots in the newsrooms, how do we ensure that journalism— and the audience it serves—doesn't lose its way? 

 

 



I J A R S C T    

    

 

               International Journal of Advanced Research in Science, Communication and Technology 

                            International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 3, October 2025 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-29329   214 

www.ijarsct.co.in  

 
 

ISSN: 2581-9429 Impact Factor: 7.67 

 
The New Gatekeepers: An Algorithmic Reality 

Once, journalists and editors were the trusted gatekeepers of news. They filtered out noise, verified facts, and upheld 

professional standards. Today, that role has shifted to algorithms— non-human systems designed not for truth, but for 

engagement. 

These algorithms personalize our news feeds, showing us content we’re likely to click on. But this convenience comes 

at a cost. By reinforcing our preferences, they trap us in “filter bubbles,” exposing us only to views we already agree 

with. This narrows our worldview and deepens social divides—an unhealthy trend for any democracy. 

Sensational headlines and emotionally charged stories often rise to the top, not because they’re accurate, but because 

they’re clickable. This pressures journalists to prioritize speed and virality over accuracy, eroding traditional 

journalistic values. 

Worse, these systems are opaque. We rarely know why we see one story and not another. Unlike editors, algorithms 

can’t be held accountable. As platforms like Facebook and Twitter act as invisible editors, they lack the ethical 

responsibility that once defined journalism. 

Credibility, too, has shifted. A viral tweet can seem as trustworthy as a report from a major outlet. In this new reality, 

the challenge is not just improving algorithms—but helping people recognize what trustworthy journalism looks like. 

  

Literature Review: Mapping the New Terrain of Media Ethics 

The transformation of journalism hasn't gone unnoticed by scholars, as a growing body of research works to understand 

the ethical and technological implications of this shift from human to algorithmic gatekeeping. 

* Bill Kovach and Tom Rosenstiel, in The Elements of Journalism, emphasize a journalist’s primary obligation to the 

truth. They argue this commitment becomes even more critical in a digital world where speed and scale constantly 

challenge it. When algorithms, not editors, decide what news the audience needs to see, the commitment to truth can be 

easily undermined. 

* This idea is further explored by Philip M. Napoli, who coined the term "algorithmic gatekeeping." He explains that 

algorithms prioritizing engagement and commercial interests can marginalize important public interest journalism that’s 

less "viral." Napoli's work underscores a key risk: what's good for business isn't always what's good for the public. 

* The challenge of misinformation, or "fake news," is a central theme in media studies. Tandoc, Lim, and Ling’s 

research highlights how platform design, from trending algorithms to recommendation engines, can accelerate the 

spread of false information. This is a profound shift from the past, where misinformation spread through word-of-

mouth. Today, it can go global in minutes, reaching millions before it can be corrected. 

* McBride and Rosenstiel, in The New Ethics of Journalism, advocate for a new code built on principles of 

transparency and engagement. In a world where audiences are active participants, journalists must be open about their 

methods, correct mistakes publicly, and engage in dialogue with their communities. It’s a survival strategy for 

maintaining credibility in a fragmented media landscape. 

* Finally, the concept of the "filter bubble," popularized by Eli Pariser, remains a key concern. His work explains how 

personalization algorithms can reinforce our existing beliefs and limit our exposure to different viewpoints. This has 

significant implications for democratic discourse by making it harder for people to find common ground. 

* Similarly, T. Gillespie's Custodians of the Internet reveals the often-invisible decisions platforms make about content, 

showing how they wield immense power without public accountability. 

This body of literature paints a clear picture: the old ethical rules of journalism are no longer sufficient. The rise of 

algorithms, the proliferation of misinformation, and the shift to a participatory media environment all demand a 

fundamental rethinking of what it means to be a journalist and a credible source of news in the 21st century. 

 

Research Gaps in Digital Journalism and Algorithmic Curation 

Despite the expanding literature on digital journalism and algorithmic curation, several critical gaps persist that this 

study aims to address: 
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Demographic Variations in News Interpretation 

Current research often generalizes audience behavior, offering limited insight into how different demographic groups—

such as age, gender, and geographic location— interpret and respond to algorithmically curated news. A more nuanced 

understanding is essential for designing inclusive media literacy programs. 

Long-Term Impact of Algorithmic Bias 

Most studies emphasize short-term effects, with insufficient attention to the long-term psychological and civic 

consequences of algorithmic curation. Longitudinal research is needed to assess how sustained exposure influences 

political polarization, institutional distrust, and democratic engagement. 

Algorithmic Accountability in Journalism 

Although algorithms play a central role in news distribution, few studies explore how journalists can investigate and 

hold these systems accountable. This gap is particularly evident in non-Western contexts such as India, where 

regulatory and infrastructural dynamics differ significantly. 

Disconnect Between Journalism Education and Industry Needs 

Journalism curricula often lag behind technological advancements. There is a pressing need to integrate algorithmic 

literacy, platform accountability, and digital ethics into academic programs to better prepare future journalists for 

evolving industry demands. 

Underrepresentation of Media Student Perspectives 

Existing research predominantly focuses on professional journalists or general audiences, overlooking the perspectives 

of media students. As future practitioners, their views on credibility, ethics, and algorithmic influence are crucial to 

understanding the evolving media landscape. 

Neglect of Influencer-Driven News Ecosystems 

The rise of social media influencers as alternative news sources is reshaping credibility norms. However, scholarly 

attention to how influencers compare to traditional journalists in shaping public opinion remains limited. 

Lack of Region-Specific Case Studies 

Digital journalism ethics research remains largely Western-centric. Incorporating Indian case studies—such as 

MGNREGA’s algorithmic exclusion and emotion- recognition surveillance—adds essential regional depth to the global 

discourse. 

 

Methodology: A Mixed-Methods Approach 

To truly understand how credibility and ethics are being reimagined in digital journalism, we need to go beyond theory 

and talk to the people on the front lines: the journalists, the students, and the everyday news consumers. This study uses 

a mixed-methods research design that combines insights from existing academic literature with new data gathered 

through a primary research survey. This approach allows us to not only understand the "what" of the problem but also 

the "how" and the "why," capturing both quantitative trends and qualitative experiences. 

 

Research Objectives 

The core objectives of our study were to: 

• Assess public perceptions of credibility in news that is recommended by algorithms. 

• Evaluate the level of awareness people have about algorithmic influence on what they see. 

• Identify key ethical concerns people have about digital journalism today. 

• Explore personal experiences with misinformation on digital platforms. 

 

Data Collection 

The empirical component of this study was a structured questionnaire survey. We distributed this survey online to a 

purposive sample of 100 participants. The sample was intentionally diverse to capture different perspectives: 

• Journalism students: This group represents the future of the profession, and their views are crucial for understanding 

how the next generation of journalists is being trained and how they perceive their future roles. 
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• Media professionals: These are the people currently working i

pressures and ethical dilemmas they face daily.

• General digital news consumers: This group represents the broader public, providing a perspective on how the average 

person navigates the digital news landscape.

In my study, the sampling technique used is Stratified purposive sampling, as a non

Using Google Forms, we were able to reach a wide audience quickly and efficiently while ensuring participant 

anonymity and data security. 

 

Survey Design 

The questionnaire was designed to be a blend of objective and subjective questions. We used closed

with Likert scales and multiple-choice options to quantify attitudes and behaviours. We also included open

questions to allow participants to elaborate on their experiences. This allowed for richer, more nuanced data.

 

Key questions included: 

* "How much do you trust news articles recommended by digital platforms like Facebook or Twitter?"

* "Are you aware that algorithms curate your news feed?"

* "Do you believe algorithmically recommended news is as credible as news from a traditional source?"

* "What ethical issues in digital journalism concern you the most?"

* "Have you ever encountered misinformation or 'fake news'

Data Analysis 

The collected data was analysed in two stages. The quantitative data from the closed

using descriptive statistics to identify overall trends. We looked at percentages and 

many people trusted algorithmic news, how many were aware of curation.

For the qualitative data from the open-ended questions, we performed a thematic analysis. This involved reading 

through all the responses and identifying recurring themes, phrases, and ideas. We looked for patterns in how people 

talked about their scepticism, their concerns, and their experiences. By combining these two forms of analysis, we 

could conclude our findings, cross- referencing the statistica

them context. 

 

Primary Research Findings: The Digital Pulse of Journalism

The survey we conducted provided a fascinating snapshot of how people interact in the world with digital journalism 

today. The results, a mix of encouraging awareness and deep

media landscape. 
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• Media professionals: These are the people currently working in the field. Their insights reflect the real

pressures and ethical dilemmas they face daily. 

• General digital news consumers: This group represents the broader public, providing a perspective on how the average 

scape. 

In my study, the sampling technique used is Stratified purposive sampling, as a non- probability sampling method. 

Using Google Forms, we were able to reach a wide audience quickly and efficiently while ensuring participant 

The questionnaire was designed to be a blend of objective and subjective questions. We used closed

choice options to quantify attitudes and behaviours. We also included open

to allow participants to elaborate on their experiences. This allowed for richer, more nuanced data.

* "How much do you trust news articles recommended by digital platforms like Facebook or Twitter?"

s curate your news feed?" 

* "Do you believe algorithmically recommended news is as credible as news from a traditional source?"

* "What ethical issues in digital journalism concern you the most?" 

* "Have you ever encountered misinformation or 'fake news' through a social media news feed?" 

 

The collected data was analysed in two stages. The quantitative data from the closed-ended questions were processed 

using descriptive statistics to identify overall trends. We looked at percentages and frequency distributions to see how 

many people trusted algorithmic news, how many were aware of curation. 

ended questions, we performed a thematic analysis. This involved reading 

ing recurring themes, phrases, and ideas. We looked for patterns in how people 

talked about their scepticism, their concerns, and their experiences. By combining these two forms of analysis, we 

referencing the statistical trends with the personal stories and insights that gave 

Primary Research Findings: The Digital Pulse of Journalism 

The survey we conducted provided a fascinating snapshot of how people interact in the world with digital journalism 

today. The results, a mix of encouraging awareness and deep-seated concern, highlight the complex reality of our new 
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Trust, But Verify? 

When asked about their trust in news recommended by digital platforms, a solid majority

to high trust, showing a reliance on these platforms. However, open

revealing that this trust was often "conditional." They trusted the news only if it came from a source they already knew 

and respected, like NDTV or India Today TV channels, or newspapers like The Hindu or The Times of India/Indian 

Express and the International news sites like The New York Times or the BBC. They were deeply sceptical of news 

from unknown or anonymous sources, regardless of how popular it was in their feed. This suggests that while 

algorithms have become a primary delivery mechanism, the old

significant weight. 

 

The Rise of Algorithmic Awareness 

A remarkably high number of participants

powerful finding. It suggests that media literacy is gro

online is not a neutral, unfiltered view of the world. Many respondents mentioned that they had noticed a pattern where, 

after clicking on one type of story, their feed would be flooded with si

"trick" the algorithm by following diverse sources or clearing their browser history to break out of their personal 

content bubble. 

 

Credibility: The New Battleground 

The question of whether algorithmically recommended news is credible revealed a sharp divide. 54% said yes, they 

believe it is credible, while the remaining 46% said no or were unsure. Those who found it credible often praised the 

speed and relevance of the content. For them, the ability to g

form of credibility. In contrast, the skeptics raised serious concerns about the lack of transparency. They pointed out 

that they could not see why a particular story was recommended, and they worri

sensational or biased content. This division shows that the definition of "credibility" is no longer a shared one. For 

some, it is about speed and convenience; for others, it's about transparency and accountability.

 

Widespread Ethical Concerns 

The most overwhelming finding of the study was the level of concern about ethical issues. An astonishing 85% of all 

participants expressed concern about ethical issues in digital journalism. The top concerns were, not surpris

spread of misinformation, the pressure on newsrooms to prioritize speed over accuracy, and the influence of 

engagement metrics on what gets published. One participant wrote, "It feels like journalists are just chasing clicks now, 
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When asked about their trust in news recommended by digital platforms, a solid majority— 62%—

to high trust, showing a reliance on these platforms. However, open-ended responses added a crucial layer of nuance, 

at this trust was often "conditional." They trusted the news only if it came from a source they already knew 

and respected, like NDTV or India Today TV channels, or newspapers like The Hindu or The Times of India/Indian 

ites like The New York Times or the BBC. They were deeply sceptical of news 

from unknown or anonymous sources, regardless of how popular it was in their feed. This suggests that while 

algorithms have become a primary delivery mechanism, the old-fashioned value of brand reputation still holds 

A remarkably high number of participants—78%—were aware that algorithms curate their news feeds. This is a 

powerful finding. It suggests that media literacy is growing, and people are starting to understand that what they see 

online is not a neutral, unfiltered view of the world. Many respondents mentioned that they had noticed a pattern where, 

after clicking on one type of story, their feed would be flooded with similar content. Some even said they actively try to 

"trick" the algorithm by following diverse sources or clearing their browser history to break out of their personal 

ly recommended news is credible revealed a sharp divide. 54% said yes, they 

believe it is credible, while the remaining 46% said no or were unsure. Those who found it credible often praised the 

speed and relevance of the content. For them, the ability to get a quick, personalized update on a breaking story was a 

form of credibility. In contrast, the skeptics raised serious concerns about the lack of transparency. They pointed out 

that they could not see why a particular story was recommended, and they worried that algorithms might be prioritizing 

sensational or biased content. This division shows that the definition of "credibility" is no longer a shared one. For 

some, it is about speed and convenience; for others, it's about transparency and accountability. 

The most overwhelming finding of the study was the level of concern about ethical issues. An astonishing 85% of all 

participants expressed concern about ethical issues in digital journalism. The top concerns were, not surpris

spread of misinformation, the pressure on newsrooms to prioritize speed over accuracy, and the influence of 

engagement metrics on what gets published. One participant wrote, "It feels like journalists are just chasing clicks now, 
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believe it is credible, while the remaining 46% said no or were unsure. Those who found it credible often praised the 

et a quick, personalized update on a breaking story was a 

form of credibility. In contrast, the skeptics raised serious concerns about the lack of transparency. They pointed out 

ed that algorithms might be prioritizing 

sensational or biased content. This division shows that the definition of "credibility" is no longer a shared one. For 

The most overwhelming finding of the study was the level of concern about ethical issues. An astonishing 85% of all 

participants expressed concern about ethical issues in digital journalism. The top concerns were, not surprisingly, the 

spread of misinformation, the pressure on newsrooms to prioritize speed over accuracy, and the influence of 

engagement metrics on what gets published. One participant wrote, "It feels like journalists are just chasing clicks now, 
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and the truth is the first thing to go." This is a powerful indictment of the current media environment and a clear signal 

that the public is craving a return to journalistic integrity. 

 

The Misinformation Epidemic 

Finally, the survey confirmed that misinformation is a pervasive problem. 69% of participants reported encountering 

misinformation through an algorithmic news feed. This is a staggering number. Participants gave examples ranging 

from false political claims to misleading health advice and conspiracy theories. Many noted that this misinformation 

was often hard to spot because it was disguised to look like a legitimate news story. This finding highlights the failure 

of current platform safeguards and underscores the urgent need for a new approach to fact- checking and media literacy. 

In summary, the findings from our primary research show that while algorithms have become a central part of how we 

consume news, their reign is not without its challenges. People are more than ever aware of the technology shaping 

their information diet, but they remain deeply concerned about the ethical compromises and the spread of 

misinformation that seem to go hand-in-hand with it. 

 

Discussion: Navigating a New Media Compass 

This study highlights a media landscape in transition—from editorial judgment to algorithmic curation. While 

algorithms offer personalization, they also introduce ethical concerns and misinformation. Our findings reveal a 

paradox: people rely on platforms like Facebook for news but do not fully trust them. Instead, they apply a mental filter, 

judging stories by source credibility rather than headlines. This underscores the enduring importance of trusted news 

brands in a fragmented digital ecosystem. 

Encouragingly, participants showed a high level of algorithmic awareness, suggesting potential for a more media-

literate society. However, awareness alone is not enough. The convenience of curated feeds often outweighs the effort 

to seek diverse perspectives, pointing to the need for stronger media education. 

Participants also expressed deep concern about the erosion of journalistic values. The pressure for clicks has led to 

sensationalism, sidelining public-interest journalism. News organizations must explore sustainable models that 

prioritize integrity over virality. 

Finally, the prevalence of misinformation in algorithmic feeds highlights the limitations of these systems. Algorithms 

lack ethical reasoning, yet they shape public discourse. Greater transparency, accountability, and possibly regulation are 

essential to ensure that digital platforms serve democratic values—not just commercial interests. 

 

Limitations of the Study 

• While this study offers valuable insights into the evolving landscape of digital journalism and algorithmic curation, 

several limitations must be acknowledged: 

 • Sample Size and Demographics 

The study was conducted with 150 participants, primarily media students and journalists based in India. While this 

provides a focused view of the Indian media ecosystem, the findings may not be generalizable to global contexts or to 

other professional groups such as editors, technologists, or policy-makers. 

• Self-Reported Data 

The research relied on self-reported survey responses, which may be subject to personal biases, social desirability 

effects, or varying levels of awareness regarding algorithmic systems. These factors could influence the accuracy and 

consistency of the data. 

• Limited Scope of Algorithmic Systems 

The study focused on algorithmic gatekeeping in news distribution and welfare systems. It did not explore other 

significant applications such as automated content generation, moderation, or monetization strategies, which also carry 

ethical implications. 
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• Temporary Relevance 

Given the rapid evolution of digital platforms and technologies, the findings represent a snapshot in time. Future 

changes in platform policies, media literacy levels, or regulatory frameworks may alter the relevance of the current 

insights. 

• Qualitative Depth 

Although the study integrates theoretical frameworks and case studies, it lacks in- depth interviews or ethnographic data 

that could provide richer, contextual insights into newsroom practices and audience behavior. 

• Curriculum Evaluation Constraints 

The evaluation of journalism curricula was based on participant perceptions rather than a formal content analysis of 

academic syllabi. A more rigorous approach would involve reviewing institutional course materials across multiple 

universities. 

 

Implications for Journalism Education and the Future of the Profession 

The findings of this study, combined with the insights from our literature review, have a clear and urgent message for 

journalism education. The old model of training journalists—focused on reporting, writing, and editing—is no longer 

enough. The future of the profession requires a new kind of journalist: one who is not just a storyteller but also a digital 

detective, an algorithmic critic, and an ethical guardian. 

To adapt to this new media landscape, journalism schools must evolve their curricula to equip future journalists with a 

new set of skills. This new curriculum should include: 

* Algorithmic Literacy: Journalists need to understand how platforms promote or demote content, and how to navigate 

filter bubbles. This isn't about coding; it's about understanding the logic of these systems. 

* Data Ethics and Verification: In an era of user-generated content and deepfakes, traditional fact-checking is no longer 

enough. Journalists must be trained in advanced digital verification techniques like reverse image searches and spotting 

disinformation campaigns. 

* Ethical Frameworks for the Digital Age: Programs should move beyond traditional codes to address complex issues 

like algorithmic bias and content moderation, using an interdisciplinary approach. 

* Audience Engagement and Transparency: As transparency becomes the new currency of credibility, journalists must 

be taught to build trust through open communication, public corrections, and explaining their reporting process. 

In this reimagined role, journalists are no longer just gatekeepers but sensemakers, guiding audiences through a chaotic 

information environment. They must be advocates for truth and accountability, challenging opaque platforms and 

upholding core values in a rapidly changing world. 

 

II. CONCLUSION 

The digital transformation of journalism has ushered in a new era of news characterized by algorithmic curation and 

engagement metrics. While these new media give us unprecedented personalization and reach, they also pose 

significant challenges to the foundational principles of journalism—truth, fairness, and accountability. 

This study shows that audiences are increasingly aware of the algorithmic systems shaping their news feeds, yet their 

trust remains conditional due to the prevalence of misinformation, bias, and a lack of transparency. Our findings and 

existing literature confirm a public that is both engaged and deeply concerned, suggesting that the future of journalism 

must be rooted in technological literacy and ethical resilience. 

To address these challenges, we must pursue key strategies. Media literacy education should be prioritized to empower 

audiences to critically evaluate digital content. Journalism education must evolve to include training in algorithmic 

systems and data ethics. Platform accountability should be enforced through regulatory frameworks that mandate 

transparency, and editorial standards must be reasserted to ensure accuracy overrides engagement metrics. 

Ultimately, reimagining credibility in the digital age is a democratic imperative. As algorithms increasingly shape 

public discourse, the responsibility to uphold journalistic integrity must be shared by journalists, educators, 

technologists, and policymakers alike. Only through collaborative efforts can we restore trust and safeguard the role of 

media in a healthy, informed society. 
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