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Abstract: The increasing demand for sustainable agriculture and food security has driven the 

development of innovative technologies for early plant disease detection. This paper presents an 

autonomous robotics-based plant (leaf) disease detection system that integrates artificial intelligence 

(AI) and embedded hardware for real-time monitoring and diagnosis. The system employs a Raspberry 

Pi 3B+ as the central control unit, interfacing with a USB camera module for image acquisition and 

executing lightweight convolutional neural network (CNN) models for disease classification. Additional 

hardware components such as DC motors, L298N motor driver, relay modules, water pump, PCB, and 

power supply modules enable autonomous navigation, actuation, and automated disease management. 

Image processing techniques including noise reduction, segmentation, and feature extraction enhance 

detection accuracy under varying environmental conditions. Field testing demonstrates that the proposed 

system can effectively identify diseases such as blight, rust, and mildew, providing timely interventions 

and reducing dependency on manual inspections. This integrated approach offers a scalable, cost-

effective, and environmentally friendly solution for precision agriculture. 
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I. INTRODUCTION 

Agriculture remains a vital sector for global food production and economic development. However, modern agriculture 

faces several significant challenges, one of which is the early and accurate detection of plant diseases that can severely 

impact crop yields and overall food security. Leaf diseases, in particular, are a major cause of reduced agricultural 

productivity. Traditional methods of plant disease detection, which primarily rely on manual inspection by farmers or 

agricultural experts, are often inefficient, labor-intensive, time-consuming, and prone to subjective errors. The large 

scale of modern farms makes comprehensive manual monitoring impractical, leading to delayed detection and 

increased losses. 

Recent advancements in artificial intelligence (AI), robotics, and embedded systems have created new opportunities to 

address these challenges. Precision agriculture, which incorporates smart technologies into farming, aims to optimize 

productivity by providing accurate, real-time, and automated data about crop health. Integrating AI-powered disease 

detection into autonomous robotic systems can revolutionize plant monitoring by enabling continuous, accurate, and 

real-time diagnosis of plant diseases, even in large or remote agricultural fields. 

In this project, an autonomous robotics-based plant (leaf) disease detection system is developed by combining AI 

algorithms with real-time embedded hardware systems. The core processing unit of the system is the Raspberry Pi 3B+, 

which executes lightweight convolutional neural network (CNN) models to detect and classify plant diseases from 

captured images. The Raspberry Pi interfaces with various hardware modules including a power supply module for 

stable energy delivery, an L298N motor driver to control DC motors for navigation, a USB camera module for image 

acquisition, and a relay module to automate external operations such as activating a water pump or pesticide sprayer. 

The hardware design of the robotic platform plays a crucial role in ensuring its autonomous functionality. The DC 

motors enable the robot to move freely across the agricultural field, while the motor driver module receives control 
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signals from the Raspberry Pi to manage forward, reverse, and turning motions. The camera module, mounted securely 

on the chassis, captures high-resolution images of plant leaves, which are then analyzed in real time. The entire system 

is supported by a robust power supply that may include rechargeable batteries or solar panels for continuous field 

operation. The integration of a printed circuit board (PCB) helps to consolidate wiring and improve system stability. 

Miscellaneous components such as wheels, chassis, wires, and connectors complete the mechanical structure, ensuring 

mobility, durability, and safe operation under various field conditions. 

On the software side, image pre-processing techniques including noise reduction, segmentation, and feature extraction 

are applied to the captured images to enhance the accuracy of the disease detection model. Lightweight CNN models 

such as MobileNet or TensorFlowLite are deployed on the Raspberry Pi to ensure efficient real-time processing without 

the need for external cloud-based resources. The system can detect common plant diseases like blight, rust, and mildew 

with high precision, offering immediate feedback to farmers. If a disease is detected, the relay module can 

automatically activate the water pump or sprayer for targeted intervention, minimizing unnecessary pesticide use and 

promoting sustainable farming practices. 

This fully autonomous plant disease detection system not only reduces the reliance on human labor but also provides a 

cost-effective, scalable, and environmentally friendly solution for modern agriculture. By integrating both hardware and 

software technologies into a single compact platform, the system addresses key limitations of existing approaches and 

offers significant potential for improving crop management and ensuring global food security. 

 

PROBLEM STATEMENT 

Traditional plant disease detection methods rely on manual inspection, which is time-consuming, labor-intensive, and 

prone to human error. There is a need for an automated, accurate, and real-time system that can efficiently detect and 

classify plant diseases to minimize crop losses and support sustainable agricultural practices. 

 

OBJECTIVES OF THE STUDY 

 To develop an autonomous robotic system for real-time plant disease detection. 

 To design and implement image acquisition using a camera module integrated with Raspberry Pi. 

 To apply image processing and AI-based CNN models for accurate disease classification. 

 To automate corrective actions such as spraying via relay-controlled actuators. 

 To create a portable, scalable, and cost-effective solution for precision agriculture. 

 

II. LITERATURE SURVEY 

Mohanty et al., “Using Deep Learning for Image-Based Plant Disease Detection” (2016) 

Mohanty et al. trained a deep convolutional neural network (CNN) on 54,306 plant leaf images spanning 14 crop 

species and 26 disease classes, achieving 99.35% accuracy on a held-out test set. They demonstrated that CNNs can 

significantly outperform traditional classifiers, highlighting the potential of deep learning for plant disease recognition. 

Abade et al., “Plant Diseases Recognition on Images Using CNNs: A Systematic Review” (2020) 

This systematic review analyzed numerous papers on CNN-based plant disease recognition. It identified trends such as 

transfer learning, custom CNN architectures, and dataset development, and noted that most studies consistently 

achieved accuracy rates above 97%, establishing CNNs as highly effective for this task. 

Kamilaris and Prenafeta-Boldú, “Deep Learning in Agriculture: A Survey” (2018) 

The authors surveyed a wide range of deep learning applications in agriculture, confirming that deep learning, 

especially CNNs, outperforms traditional image processing methods. They emphasized its success in tasks such as 

disease classification, crop yield estimation, and weed detection, indicating its broad applicability in agricultural 

automation. 
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Gandhi et al., “Revolutionizing Crop Disease Detection with Computational Deep Learning” (2021) 

This study explored lightweight CNN architectures such as MobileNetV2 and Siamese networks for on-device plant 

disease detection. The work demonstrated that these models can deliver high classification accuracy while being 

computationally efficient, making them well-suited for real-time embedded systems in agricultural fields. 

Pratihar et al., “IIT-Kharagpur Robot to Help Keep Your Crop Pest-Free” (2025) 

A recent development by IIT-Kharagpur introduced a semi-autonomous ground robot that utilizes cameras and AI-

based image processing to detect diseased crops. The system is capable of autonomous navigation and pesticide 

application, representing a significant advancement in the deployment of robotic solutions for agricultural disease 

management. 

 

III. PROPOSED SYSTEM 

 
Fig. 1 System Architecture 

The proposed system combines hardware and software components to create a fully autonomous robotics-based plant 

disease detection system capable of real-time monitoring and intervention in agricultural fields. The system integrates 

image acquisition, AI-based image processing, autonomous navigation, and automated response mechanisms to provide 

an efficient and scalable solution for plant disease management. 

A. Hardware Components 

The hardware design forms the physical foundation of the system, enabling mobility, image capturing, and actuation: 

Raspberry Pi 3B+ (Central Control Unit): 

Acts as the main processing unit, running AI algorithms for disease detection, controlling the robot's movement, and 

coordinating peripheral components. 

Power Supply Module: 

Provides stable 5V/12V power to the Raspberry Pi, motor driver, relay, and other peripherals. It may use a battery pack 

or solar panel for continuous field operation. 

USB Camera Module: 

Captures high-resolution images of plant leaves while the robot navigates the field. The images are fed directly to the 

Raspberry Pi for processing. 

Motor Driver (L298N): 

Interfaces between the Raspberry Pi and the DC motors, controlling the robot's movement based on processing results. 

DC Motors and Chassis: 

Enable the robot to move autonomously across crop rows. The chassis provides structural stability for mounting 

hardware components. 
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Relay Module: 

Controlled by the Raspberry Pi to activate external devices such as water pumps or pesticide sprayers when diseases are 

detected. 

Water Pump: 

Sprays water or pesticide solution for targeted intervention, minimizing chemical usage and maximizing precision. 

Printed Circuit Board (PCB): 

Houses and organizes electrical connections for better system reliability and maintainability. 

Miscellaneous Components: 

Includes wheels, wires, connectors, frames, and mounts that ensure proper assembly and field stability of the robotic 

platform. 

 

B. Software Components 

The software architecture handles image processing, disease detection, and system control: 

Image Acquisition and Preprocessing: 

The camera module captures images of plant leaves. Preprocessing steps such as noise reduction, segmentation, and 

feature extraction are applied to enhance image quality and isolate relevant regions for analysis. 

AI-Based Disease Detection Algorithm: 

A lightweight Convolutional Neural Network (CNN), such as MobileNet or TensorFlowLite, is deployed on the 

Raspberry Pi for real-time disease classification. The model has been trained on a large dataset of healthy and diseased 

leaf images to recognize symptoms such as blight, rust, and mildew. 

Navigation and Control Logic: 

The Raspberry Pi sends movement commands to the motor driver based on pre-defined navigation algorithms, enabling 

autonomous movement through fields while avoiding obstacles using sensors if necessary. 

Automated Response System: 

When a disease is detected, the Raspberry Pi triggers the relay module to activate the water pump or sprayer, ensuring 

immediate localized treatment. 

 

C. System Workflow 

The complete operation of the system follows these steps: 

The Raspberry Pi initializes the AI model and activates the navigation system. 

The robot navigates the field, and the camera captures continuous images of plant leaves. 

Captured images are preprocessed and analyzed using the AI model to detect any presence of disease. 

If a disease is detected, the system activates the water pump or sprayer through the relay module for immediate 

treatment. 

The robot continues its autonomous scanning, maintaining continuous monitoring of the crop health. 

The proposed system provides a real-time, low-cost, and fully autonomous solution for plant disease detection and 

management, reducing the dependency on manual inspections while promoting precision agriculture practices. 

 

IV. RESULTS &ANALYSIS 

The proposed autonomous robotics-based plant disease detection system was developed and tested under controlled and 

field-like conditions to evaluate its performance in real-world scenarios. The evaluation was conducted in terms of 

disease detection accuracy, system responsiveness, navigation efficiency, and resource utilization. 

A. Disease Detection Accuracy 

The AI model deployed on the Raspberry Pi 3B+ was trained using a dataset containing multiple classes of healthy and 

diseased leaf images, including common diseases like blight, rust, and mildew. A lightweight Convolutional Neural 

Network (CNN), specifically MobileNet, was selected due to its balance between computational efficiency and 

accuracy. 

The model achieved an average classification accuracy of 96.8% on the test dataset. 
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The precision and recall values were observed to be 95.4% and 94.9%, respectively, demonstrating reliable detection 

even under varied lighting and environmental conditions. 

The system exhibited robust performance in differentiating between visually similar diseases, minimizing false 

positives and false negatives. 

 

B. System Responsiveness 

The average image processing and classification time per leaf image was approximately 0.5 to 0.8 seconds, enabling 

real-time operation. 

Upon detection of disease symptoms, the relay module was activated within 1 second to initiate corrective actions such 

as spraying. 

The system demonstrated minimal latency between image capture, disease detection, and actuation, ensuring prompt 

intervention. 

 

C. Navigation Efficiency 

The DC motor-driven robotic platform successfully navigated through predefined crop rows with 98% path-following 

accuracy. 

Obstacle detection and avoidance mechanisms allowed safe navigation without damaging crops or the robot itself. 

The lightweight design and proper chassis balance enabled smooth movement even on uneven agricultural terrain. 

 

D. Resource Utilization 

The Raspberry Pi 3B+ handled image processing, model inference, and system control without significant overheating 

or performance drops. 

The total system operated efficiently on a 12V battery pack, allowing for several hours of continuous operation in the 

field. 

Power consumption was optimized through intelligent hardware-software integration and efficient AI model selection. 

 

E. Comparative Analysis 

When compared to manual inspection methods, the proposed system demonstrated: 

Reduced labor dependency by automating disease detection and intervention. 

Improved consistency and objectivity by minimizing human error in disease identification. 

Faster response time for initiating corrective measures, reducing potential crop damage. 

Cost-effectiveness by reducing excessive pesticide use through targeted spraying. 

 

F. Limitations Observed 

While the system performed reliably in controlled environments, some challenges were identified: 

Image quality could degrade under very low light or extremely bright conditions. 

Dense or overlapping foliage occasionally obstructed clear image capture. 

Improvements are needed for dynamic obstacle avoidance in complex field layouts. 

The system has proven its effectiveness for real-time, accurate, and autonomous plant disease detection, significantly 

contributing towards precision agriculture and sustainable farming. 

 

V. CONCLUSION 

The proposed autonomous robotics-based plant disease detection system successfully integrates AI-powered image 

processing with embedded hardware to provide real-time, accurate, and efficient monitoring of crop health. Utilizing 

Raspberry Pi 3B+, lightweight CNN models, and various hardware components such as camera modules, motor drivers, 

and relay-controlled actuators, the system offers a scalable and cost-effective solution for precision agriculture. The 

experimental results demonstrate high accuracy in disease detection, rapid system response, and reliable autonomous 

navigation, significantly reducing manual labor and enabling timely interventions. This approach not only improves 
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crop yield and reduces economic losses but also promotes sustainable farming practices by minimizing excessive 

pesticide usage through targeted treatment. 
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