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Abstract: The increasing demand for automation in quality assurance across industrial sectors has 

highlighted the need for intelligent, real-time defect detection systems. This paper proposes an AI-

powered image analysis system designed to inspect industrial objects on a conveyor-based platform. 

Leveraging a Raspberry Pi 4 as the central controller, the system captures live image feeds via a USB 

camera and processes them using a lightweight convolutional neural network (CNN) model. The 

classified objects—categorized as either “good” or “defective”—are handled accordingly by actuating 

a servo motor to eliminate faulty units, while a DC motor drives the conveyor to maintain continuous 

operation. The integration of IR sensors ensures accurate object detection and synchronization of 

mechanical actions. The system is implemented in Python and demonstrates efficient performance with 

high accuracy in defect identification, offering a scalable and cost-effective solution for small to 

medium-scale industrial environments. 
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I. INTRODUCTION 

The Fourth Industrial Revolution, or Industry 4.0, represents a transformative shift in how manufacturing systems 

operate, characterized by the integration of cutting-edge technologies such as automation, artificial intelligence (AI), 

and real-time data processing. As industries strive to optimize their production lines, the demand for efficient, cost-

effective, and reliable quality assurance mechanisms has become increasingly important. In traditional manufacturing 

environments, quality control has largely relied on manual inspection methods, which, although still prevalent, suffer 

from significant limitations[5]. These include human errors, fatigue, inconsistencies in detection, and the inability to 

keep pace with the rapid speed of modern production lines. As production volumes continue to increase, the need for 

scalable, high-performance inspection systems becomes paramount, necessitating the development of more advanced, 

automated solutions[1]. 

Intelligent visual inspection systems, powered by AI and machine learning, offer a promising alternative to traditional 

manual methods. These systems use sophisticated image processing and computer vision techniques to automatically 

detect and classify defects in products as they move along production lines. Unlike human inspectors, AI-based systems 

are not susceptible to fatigue, can operate 24/7, and can analyse large volumes of data with a level of precision and 

consistency that far exceeds human capabilities[1]. However, despite their impressive capabilities, many of the existing 

AI-based solutions are expensive and require substantial infrastructure, making them impractical for small and medium-

sized enterprises (SMEs) with limited resources. This disparity has created a gap in the market, where many businesses 

find it difficult to adopt these advanced systems due to financial and operational constraints.[3] 

To bridge this gap, we propose an innovative solution that makes use of widely available, low-cost hardware, 

specifically the Raspberry Pi 4, as the central processing unit for an automated visual inspection system. The system 

leverages a USB camera to capture real-time images of objects moving along a conveyor belt. These images are then 

processed by a custom-trained convolutional neural network (CNN), which has been optimized to detect defects in 

products. The CNN is capable of distinguishing between defective and acceptable items, triggering a servo motor to 
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reject defective items from the production line. Meanwhile, a DC motor ensures the continuous movement of the 

conveyor, maintaining the flow of the production process. This setup is complemented by infrared (IR) sensors that 

detect objects and synchronize the mechanical components of the system, ensuring seamless operation[4]. 

The proposed system is not only affordable but also portable and scalable, making it an ideal solution for small to 

medium-sized manufacturers who wish to upgrade their quality assurance processes without incurring high costs. The 

use of a Raspberry Pi, a widely accessible and cost-effective platform, allows for easy deployment in various industrial 

environments. Additionally, the system’s modular design makes it adaptable to different production setups, enabling 

manufacturers to customize it according to their specific needs. In this paper, we present the design, implementation, 

and evaluation of this AI-driven visual inspection system, highlighting its potential to enhance the efficiency, accuracy, 

and reliability of manufacturing processes across diverse industries[6]. 

In recent years, the demand for intelligent inspection systems has surged as manufacturers seek to improve product 

quality while simultaneously reducing operational costs. By utilizing AI and image processing, these systems can 

perform complex inspections at speeds far beyond human capability, ensuring that defective products are identified and 

removed from production lines in real-time[3]. This not only improves the overall quality of the final product but also 

minimizes the risk of defects reaching the consumer, which can have significant cost implications for businesses. 

Furthermore, the automation of quality control processes allows manufacturers to reallocate human resources to more 

strategic tasks, thereby increasing the overall productivity of the factory floor[2]. 

As the manufacturing industry continues to embrace Industry 4.0 technologies, the integration of AI-driven inspection 

systems represents a critical step toward achieving greater efficiency and competitiveness. The success of the system 

presented in this paper demonstrates the feasibility of implementing advanced AI solutions in resource-constrained 

environments, making them accessible to a broader range of industries. The scalability and flexibility of the proposed 

system open up new possibilities for its deployment in diverse sectors, ranging from electronics to automotive and 

consumer goods manufacturing. Ultimately, this research contributes to the ongoing efforts to democratize advanced 

manufacturing technologies, enabling smaller manufacturers to compete on a global scale while maintaining high 

standards of product quality[4]. 

 

II. METHODOLOGY 

A. Power Supply Subsystem 

To ensure stable and reliable operation of all electronic modules, the system features a dedicated power supply circuit. 

• Step-Down Transformer: Converts 230V AC mains voltage to a lower AC voltage suitable for the system. 

• Bridge Rectifier: Converts the AC output from the transformer to pulsating DC. 

• Filter Capacitor: Smoothens the rectified DC by eliminating ripples. 

• Voltage Regulator (7805): Provides a constant DC output (5V and 12V) for powering the Raspberry Pi, motors, 

sensors, and other components. 

This subsystem ensures uninterrupted and noise-free power delivery, which is critical for accurate sensor readings and 

stable processing. 

 

B. Sensing and Acquisition Subsystem 

• Infrared (IR) Sensors: Detect the presence of objects on the conveyor belt. Once triggered, these sensors initiate the 

image acquisition process. 

• USB Camera: Captures high-resolution images of the industrial object for further analysis. It is positioned above the 

conveyor belt and directly interfaced with the Raspberry Pi 4. 

 

C. Image Processing and Defect Classification 

• CNN-Based AI Model: A lightweight Convolutional Neural Network, trained on a dataset of defective and non-

defective object images, classifies the captured image into “good” or “defective.” 

• Local Processing on Raspberry Pi: The CNN model is deployed and executed locally using Python, ensuring real-time 

classification without external servers or cloud dependencies. 



 

 

               International Journal of Advanced 

                               International Open-Access, Double

 Copyright to IJARSCT 
    www.ijarsct.co.in 

 

ISSN: 2581-9429 

D. Actuation and Sorting Subsystem 

• Servo Motor: If an object is classified as defective, the Raspberry Pi sends a signal to the servo motor, 

a mechanism to remove the item from the conveyor path.

• DC Motor with Motor Driver: A 12V DC motor controlled via a motor driver module operates the conveyor belt. It 

ensures continuous object movement while the inspection and sorting proc

 

E. Embedded Control System 

• Raspberry Pi 4: Acts as the central controller, managing image acquisition, AI inference, sensor interfacing, and motor 

control through GPIO pins and Python scripting.

• Workflow: 

1. IR sensor detects an incoming object. 

2. USB camera captures the object’s image.

3. CNN processes the image and classifies it.

4. Based on classification: 

If “defective” then, servo motor ejects the object.

If “good” then, object continues on the conveyor.

    5. System resets and repeats for the next object.

 
Figure.1. Block Diagram of AI -
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• Servo Motor: If an object is classified as defective, the Raspberry Pi sends a signal to the servo motor, 

a mechanism to remove the item from the conveyor path. 

• DC Motor with Motor Driver: A 12V DC motor controlled via a motor driver module operates the conveyor belt. It 

ensures continuous object movement while the inspection and sorting process occurs in parallel. 

• Raspberry Pi 4: Acts as the central controller, managing image acquisition, AI inference, sensor interfacing, and motor 

control through GPIO pins and Python scripting. 

2. USB camera captures the object’s image. 

3. CNN processes the image and classifies it. 

If “defective” then, servo motor ejects the object. 

If “good” then, object continues on the conveyor. 

5. System resets and repeats for the next object. 

-Powered Image Analysis for Industrial Object Quality Assurance.
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• Servo Motor: If an object is classified as defective, the Raspberry Pi sends a signal to the servo motor, which activates 

• DC Motor with Motor Driver: A 12V DC motor controlled via a motor driver module operates the conveyor belt. It 

• Raspberry Pi 4: Acts as the central controller, managing image acquisition, AI inference, sensor interfacing, and motor 

 
Powered Image Analysis for Industrial Object Quality Assurance. 
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Figure.2. Circuit diagram of AI -Powered Image Analysis for Industrial Object Quality Assurance. 

 

III. RESULTS 

 
Figure.3. Confusion Matrix. 
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Figure.4. Bounding Box Distribution and Instant Visualization. 

 
Figure.5. Confusion Matrix Normalized 
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Figure.6. Result 1 

 
Figure.7. Result 2 
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Figure.8. Bounding Box Feature and Correlation Matrix.

Figure.9. Training and Validation Metrics Across Epochs

1. Confusion Matrix  

This image depicts a classic confusion matrix used to evaluate classification performance. From the matrix, we can 

identify that the true label 'background' was correctly predicte

of the matrix. This value indicates strong performance in identifying background elements in the dataset. The image 

also contains some noise and unclear text artifacts, such as partial characters l
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Figure.8. Bounding Box Feature and Correlation Matrix. 

 

Figure.9. Training and Validation Metrics Across Epochs 

This image depicts a classic confusion matrix used to evaluate classification performance. From the matrix, we can 

identify that the true label 'background' was correctly predicted as 'background' 10 times, as shown in the diagonal entry 

of the matrix. This value indicates strong performance in identifying background elements in the dataset. The image 

also contains some noise and unclear text artifacts, such as partial characters like “i” and other faint symbols, but 10 is 
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This image depicts a classic confusion matrix used to evaluate classification performance. From the matrix, we can 

d as 'background' 10 times, as shown in the diagonal entry 

of the matrix. This value indicates strong performance in identifying background elements in the dataset. The image 

ike “i” and other faint symbols, but 10 is 
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the clear numeric value extracted. This suggests that at least for the 'background' class, the model has achieved 100% 

accuracy on these instances. 

 

2. Labels Correlogram 

The correlogram provides insight into how different labels correlate or relate to one another in terms of predictions or 

feature space similarity. Several correlation coefficient values were identified from this plot: 0.50, 0.55, 0.60, 0.45 

These numbers likely represent pairwise correlation values between different classes. For instance, a value of 0.60 

might indicate a moderately strong positive relationship between two specific labels, meaning that they often appear 

together or share similar characteristics. On the other hand, a value like 0.45 would suggest a weaker, though still 

present, correlation. This kind of information is crucial in understanding inter-class confusion or co-occurrence, which 

may impact classification decisions, especially for overlapping or similar categories. 

 

3. Results Plot  

This image displays training and validation metrics over the course of model training, from a YOLO-based object 

detection system. 

Training Metrics: 

train/dfl_loss (Distribution Focal Loss) was recorded at 3.04, indicating the model's confidence calibration performance 

during bounding box regression. 

Other loss types like train/box_loss and train/cls_loss is also represented visually but without explicit numeric values. 

Validation Metrics: 

The y-axis for val/box_loss seems to range between 20 and 40, suggesting potential values in this region, although no 

specific point value was extracted. 

Model Performance Metrics: 

Precision (metrics/precision(B)) was extracted as 0.954, showing excellent model precision, meaning very few false 

positives. 

Recall (metrics/recall(B)) was found to be 0.904, indicating the model correctly detected most of the relevant objects 

(low false negatives). 

Another value, possibly F1-score or average precision, was noted as 0.854. 

Additional Extracted Values (Y-axis indicators for metrics) 

1.6, 1.44, 1.2, 1.0 

0.80, 0.754, 0.84, 0.77, 0.67, 0.54, 0.47, 0.34 

These represent scaled metric values or loss values across training epochs, helping visualize trends in model 

performance. A descending pattern in loss and an upward trend in precision and recall are typical indicators of effective 

training. 

 

IV. CONCLUSION 

This paper presented a cost-efficient AI-based visual inspection system aimed at enhancing quality assurance in 

industrial environments. Built around the Raspberry Pi 4, the system integrates real-time image processing, intelligent 

defect classification via a lightweight CNN model, and automated sorting through servo-actuated mechanisms. The 

entire system is supported by a custom-built power supply and sensor network to ensure smooth and autonomous 

operation. 

During experimental evaluation, the system was tested on various types of gears, repeatedly, to assess classification 

reliability. It achieved a classification accuracy of 92.8%, with 186 out of 200 gear samples correctly identified as either 

“good” or “defective.” Misclassifications occurred in only 14 cases, primarily due to slight visual ambiguities or 

inconsistent lighting. The system’s average image processing and actuation time was approximately 1.8 seconds per 

object, making it suitable for low to moderate-speed production lines. 

The sorting mechanism, controlled via a servo motor, successfully removed 95% of the defective gears identified by the 

model, indicating high mechanical accuracy and proper synchronization with the detection logic. 
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In conclusion, this project demonstrates the viability of a low-cost, embedded AI inspection system tailored for gear-

based manufacturing setups. Future enhancements could include dataset expansion for more gear types, improved 

illumination control, and integration with IO T platforms for cloud-based monitoring and analytics. 
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