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Abstract: One of the largest pandemic respiratory diseases in the world is the new coronavirus known 

as SARS-CoV-2 [1]. It has a high infection rate but a lower lethality rate. As per the worldometer site on 

16 September 2021 in India, there are 33,380,438 COVID-19 cases, deaths are around 444,274, and 

people recovered are 32,590,504 in figures. However, USA has highest COVID-19 infected people with 

a value of approximately 42,504,484 and total death in figures 685,295. There are various vaccines [2] 

developed to halt the spread of COVID-19 like Pfizer-BioNTech, Moderna, Sputnik V, Covaxin, 

Covishield etc, but this virus is getting stronger in upcoming waves. This virus affects all age levels and 

infects animals too.  Therefore, before it becomes difficult to stop the spread of COVID-19, we must 

properly predict the outbreak in any nation. The JHU CSSE COVID-19 Dataset [3] is used for this 

study, and we compare the accuracy of five different types of regression models i.e. Bayesian Ridge 

Regression, Polynomial Regression, Ridge Regression, Support Vector Regression, and Elastic Net 

algorithm. It has been found that Elastic Net outperforms among all models in terms of accuracy. 
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I. INTRODUCTION 

With the help of the latest data science analysis techniques, it is very easy to get faster and accurate predictions by 

utilizing the old dataset containing various important attributes that will predict outcome precisely. But it is not possible 

to get a very accurate prediction [4] due to the limited information or records available in the dataset. Regression is one 

most important machine learning techniques that will help to find out the relationship between the independent and 

dependent variables. Regression works well with continuous values. There are various variants available for regression, 

but for this research, we mainly used SVR, Ridge Regression, Elastic Net, Bayesian Ridge Regression, and Polynomial 

regression. 

The main goal in this research is to compare different regression techniques for forecasting COVID-19 outbreak 

prediction [5] based on several parameters like mean Absolute error, mean squared error, etc. This early prediction of 

the COVID-19 outbreak can help government employees in various ways. For ex., they can make healthcare policy and 

take decisions accordingly. It will save people's lives and reduce the cost required for medicine. 

 

II. LITERATURE SURVEY 

By integrating supervised and unsupervised learning, the hybrid hierarchical ensemble described by Yakovyna et al. [6] 

enables us to improve the COVID-19 cases forecasting accuracy by 11% in terms of MSE, 29% in terms of area under 

the ROC, and 43% in terms of MPP metric. According to him, the most crucial aspect of COVID-19 spread for 

regression analysis and classification is virus pressure. To anticipate [7] the danger of COVID-19 and other diseases 

during a pandemic, a framework based on the Internet of Things and cloud computing has been presented that 

guarantees IoT sensor-based data collection and storage on the cloud system as well as self-assessment tests using 

COVID-19 websites and mobile apps. The hesitancy value has been taken into account in the patients, symptoms, and 
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disease tables in Intuitionistic Fuzzy Set. It has been discovered that calculating the distance between all diseases and 

all symptoms with hesitancy is a more effective method than determining the disease without the hesitancy value. 

The optimised LSTM (popLSTM) [8] approach was put forward in deep learning to minimise the mistakes in 

calculating the number of verified COVID-19 cases using Basic LSTM.  The statistics came from four countries South 

Korea, Hong Kong,  Italy, and Indonesia, where the number of confirmed cases is rising significantly every day. 

According to the results, the popLSTM contributions of lowering the error value by considering the output gate's 

hidden state to enhance accuracy and integrating the output results to efficiently filter more specific information showed 

a noteworthy 4% improvement in accuracy in comparison to the prior model. The HBA-ANN [9] model is a novel 

hybrid intelligence model designed to forecast the daily COVID-19 cases in Russia, Brazil, India, and the US. Four 

statistical metrics R, RMSE, NSE, and SI, were used to compare its performance to those of independent ANN and 

GEP models. The findings showed that in each nation, the HBA-ANN model performed better than the GEP and ANN 

models. 

Using data from four developing nations namely Rwanda, Mozambique, Nepal, and Myanmar, the author [12] trained a 

BiLSTM with two hidden layers, one with 200 neurons and the other with 100 neurons. In terms of RMSE, the 

outcomes of the suggested multi-layer BiLSTM were contrasted with those of the multi-layer LSTM using identical 

parameters. Nepal, Mozambique, Rwanda, and Myanmar are the four developing nations where the multi-layer 

BiLSTM model performed better than the multi-layer LSTM model. To forecast the pandemic epidemic, Singh and 

Mittal [15] employed Linear Regression (LR), Support Vector Machine (SVM), and Polynomial Regression (PR). 

Using the recommended Ant Colony Optimisation technique (ACO), the author improves the parameters of the 

machine learning models that are presently in use. According to the outcome forecast, PR-ACO performs better than 

other ML methods in terms of final outcome. As an alternative to susceptible-infected-recovered (SIR) and susceptible-

exposed-infectious-removed (SEIR) models, the author [16] in his paper compares machine learning and soft 

computing models to forecast the COVID-19 epidemic.  Two machine learning models MLP and ANFIS shown a high 

potential for long-term  

Data Analysis framework for Outbreak Analysis of COVID-19 prediction. 

 

II. METHODOLOGY 

Data Acquisition 

This dataset is provided by the Centre for Systems Science and Engineering (CSSE) at Johns Hopkins University for 

analysis of COVID-19 outbreak. The dataset contains 279 rows with 613 columns.   This dataset contains various 

attributes like latitude, longitude, confirmed COVID-19 cases with date, country, etc. 

 

Data Cleaning 

In this step, we remove unnecessary data by applying various techniques like replace null values with median or mode 

values, encoding categorical values, assigning useful names to columns, and removing outliers. Thus, we need to 

remove the noise from the data so that the algorithm can run faster and smoother. 

 

Data Exploration 

In this step, we will create a heatmap that shows the correlation between various input variables. Also, a pair plot, bar 

chart, and pie chart diagram are very useful for data visualization to understand the relationship between input and 

output variables. 

 

Attribute Selection 

Selecting the best feature will increase the accuracy of the model further for forecasting. Data visualization plays a very 

important role in selecting the features for our model. Also, the whole framework for COVID-19 outbreak prediction is 

shown in Fig. 1. 
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Figure 1: Data Analysis framework for Outbreak Analysis of COVID

 

Machine Learning Model 

Elastic Net: It is a type of linear regression that uses both L1 & L2 regularisation. It eradicates the lasso regression 

limitation, and it is considered best when the number of samples used is less than the dimension data

Ridge Regression: LASSO regression is a form of linear regression useful when data suffers from multicollinearity. 

Unlike LASSO regression, it performs the L2 regularization technique. But the problem with this method it is not good 

for feature reduction because it does not decrease the 

rather it minimizes it. 

Bayesian Ridge: This method is useful for those datasets that have an insufficient number of data or are poorly 

distributed, and it is defined in probabilistic terms r

probabilistic distribution. It calculates the posterior distribution for the model parameter.

Polynomial Regression: Polynomial regression is an extension of linear regression when the n

is large and there is only one output variable. This method is not suitable for those datasets that contain outliers.

Support Vector Regression(SVR): Support vector machine solves the regression problem with the help of support 

vectors and a hyperplane known as support vector regression. It is a supervised method of learning that uses various 

types of kernels like linear kernel, RBF kernel, etc. It is sensitive to a noisy dataset and performs worse in the case of a 

huge dataset. 

 

Performance Metrics and Loss Function 

Mean Absolute Error (MAE) = 
�

�
∑ |y� −
�
���

Mean Squared Error (MSE) = 
�

�
∑ (y� −y�
�
���

Loss Function =MSE   

Where 

yi = Actual value 

ŷi = Predicted value 

N= Total number of observations 
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Data Analysis framework for Outbreak Analysis of COVID-19 

Elastic Net: It is a type of linear regression that uses both L1 & L2 regularisation. It eradicates the lasso regression 

limitation, and it is considered best when the number of samples used is less than the dimension data

on is a form of linear regression useful when data suffers from multicollinearity. 

Unlike LASSO regression, it performs the L2 regularization technique. But the problem with this method it is not good 

for feature reduction because it does not decrease the number of variables, since it does not make the coefficient zero 

This method is useful for those datasets that have an insufficient number of data or are poorly 

distributed, and it is defined in probabilistic terms rather than a point estimate. The dependent variable is obtained via a 

probabilistic distribution. It calculates the posterior distribution for the model parameter. 

Polynomial regression is an extension of linear regression when the number of input variables 

is large and there is only one output variable. This method is not suitable for those datasets that contain outliers.

Support vector machine solves the regression problem with the help of support 

tors and a hyperplane known as support vector regression. It is a supervised method of learning that uses various 

types of kernels like linear kernel, RBF kernel, etc. It is sensitive to a noisy dataset and performs worse in the case of a 
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Elastic Net: It is a type of linear regression that uses both L1 & L2 regularisation. It eradicates the lasso regression 

limitation, and it is considered best when the number of samples used is less than the dimension data 

on is a form of linear regression useful when data suffers from multicollinearity. 
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tors and a hyperplane known as support vector regression. It is a supervised method of learning that uses various 

types of kernels like linear kernel, RBF kernel, etc. It is sensitive to a noisy dataset and performs worse in the case of a 
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Heat map Chart 

Fig. 2. represents the heatmap that shows the relationship between various parameters. It helps for finding the correct 

attribute that affects the life expectancy of human being. 

 
Figure 2: Heatmap diagram 

 
Figure 3: Mean Squared Error of Various Regression ML Models 

 

IV. RESULT AND DISCUSSION 

In our research, we did a comparative analysis of various types of regression models. In this comparison, our SVR 

model performs very badly but Elastic Net and Ridge Regression beat all models in terms of accuracy.  Fig. 3. shows 

Mean Squared Error values of various Regression machine learning models used in our research and Fig. 4. compares 

various Regression machine learning models used in our project in terms of Mean Absolute Error. Elastic Net and 

Ridge regression give the best accuracy among all models, with mean absolute error values of 0.078709, 0.07871, 

respectively.  Their share in mean squared error percentage is 1%,1%, respectively. SVR gives very low accuracy with 

a value of 0.974 as shown in Fig. 4. Its share in the mean squared error is 82%.  Bayesian Ridge and Polynomial 

Regression accuracy are very similar, with values 0.313702 and 0.296034 respectively. 
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We simply conducted a comparison analysis for regression approaches in this study report. Elastic Net, Bayesian Ridge 

Polynomial, Ridge Regression, Polynomial Regression, and Support Vector Machine Regression were the five machine 

learning techniques that we employed. We had compared the accuracies of various machine learning models for finding 

which is best for forecasting the COVID-19 outbreak in the country.  After this comparative analysis, it is found that 

Elastic Net gives more accurate and reliable 

Fig. 4. Mean Absolute Error of Various Regression ML Models

Elastic Net and Ridge regression accuracy differ by only a small amount. If we use Elastic Net for forecasting it 

provides the best consultancy service and accurate prediction for COVID

become helpful for healthcare policy makers and government employees in making quick decisions regarding COVID

19. This research will also become helpful in those countries where very less healthcare facilities are available.
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V. CONCLUSION 

We simply conducted a comparison analysis for regression approaches in this study report. Elastic Net, Bayesian Ridge 

Polynomial, Ridge Regression, Polynomial Regression, and Support Vector Machine Regression were the five machine 

we employed. We had compared the accuracies of various machine learning models for finding 

19 outbreak in the country.  After this comparative analysis, it is found that 

Elastic Net gives more accurate and reliable results as compared to other regression techniques utilized in our

Fig. 4. Mean Absolute Error of Various Regression ML Models 

Elastic Net and Ridge regression accuracy differ by only a small amount. If we use Elastic Net for forecasting it 

provides the best consultancy service and accurate prediction for COVID-19 suffering patients. This research will also 

become helpful for healthcare policy makers and government employees in making quick decisions regarding COVID

o become helpful in those countries where very less healthcare facilities are available.
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