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Abstract: The number of years a man anticipates to live without dying is generally referred to as his life 

expectancy. Regional variances, economic circumstances, sex differences, mental and physical illnesses, 

education, birth year, and other demographic aspects [1] are some of the elements that influence life 

expectancy. At present, we have electronic medical records (EMRs) which are medical records but in 

digital form. The life expectancy of a country population may be readily predicted with the use of EMR 

and cutting-edge AI algorithms. In order to estimate life expectancy, we will train a random forest 

model, an SVM, an XGBoost model, and a linear regression model with its different variations in this 

work. The original sources of the dataset were United Nations websites and the World Health 

Organisation (WHO) websites. The best performing model is found by using several parameters like R2 

score, Mean Squared Error (MSE) & Mean Absolute Error (MAE).  During this research XGBoost 

model performs the best among all other Machine Learning models. Ideal forecasting helps us plan 

Advance Care Planning to increase our life expectancy, and it informs us what kind of therapy is needed 

in the early stages. 
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I. INTRODUCTION 

Life expectancy plays a major role when we want to know whether the healthcare facilities are very good in any 

country. Life expectancy represent the local conditions of country. Country with low income and low literacy rate are 

more prone to death as compared to the country having maximum educated and healthy people [2]. Some country has 

high mortality rate due to lack of education and less healthcare facility available to human for example they don’t have 

access to clean water supply. Such conditions i.e. income, education, healthcare facility, GDP [3] will make low life 

expectancy of any developed country. 

Life table is used to evaluate life expectancy. It is statistical method that tells the mortality rate in population at a 

particular time. Life table [4] is very important because it predicts the person will die given its age. It is generally 

calculated for a population on a year basis. Fig. 1. represent the life expectancy of any human being for developing 

countries and developed countries. 

By utilizing various data analytics algorithms and techniques, life expectancy can be forecasted by checking various 

parameters of a human being and examining them with the parameters [5] of the known person. Life expectancy plays a 

major role when we need to identify the mortality rates of any country and predicting life expectancy in early phase will 

provide a better treatment thus there is less damage is caused to patient. Also an early treatment is less expensive and 

there is more chance for human being to survive. Machine Learning has many great improvements in the medical field 

since life expectancy can be forecasted in an early stage which can help us to grant Advanced Personalized Healthcare 

Planning [6] for any human being. 
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Figure 1: Life expectancy between developing and developed countries 

 

II. LITERATURE SURVEY 

We are reviewing numerous research papers and formulating a conclusion based on the findings.  In 2024, the author 

[7] in his study shows that in terms of performance, accuracy, and efficiency, DL procedures are much better than 

current machine learning techniques. He evaluates the performance, accuracy, robustness, and model comparability of 

the taxonomy by looking at 31 cutting-edge research journal papers in the HAP system area. To assess life expectancy 

based on a dataset that includes economic, immunological, health, personal, and social aspects, author [8] used four 

machine learning algorithms namely CART, Random Forest (RF), Extra Trees, and XGBoost. The random forest model 

outperformed the others, according to the authors. According to him key determinants influencing Life expectancy were 

adult mortality, HIV/AIDS, BMI, education, and the income composition of resources based on the feature importance 

of this model. 

The author [9] in his study utilised a wide range of regression models, such as MLR, SVR, RFR, GBR, and XGB and 

he finds out that the best-performing model, XGB, has the greatest R2 value 89%. Additional refinement was 

accomplished by using ensemble learning strategies, particularly stacking and voting ensembles. The voting ensemble 

had a remarkable R2 score of 96.7%. Author [10] explores a variety of machine learning methods to forecast life 

expectancy, where Extra Tree Regression yielded an adjusted R-squared value of 0.9729 demonstrating the remarkable 

accuracy of the model. The model found that socioeconomic, health, and environmental factors such as GDP per capita, 

resource composition, education levels, etc.were important predictors of life expectancy after examining a large dataset. 

To estimate life expectancy rates,  supervised machine learning model RF and XGBoost is created [11]. eXtreme 

Gradient Boosting (XGBoost) algorithm applied on data from 193 UN member states, accounting for behavioural, 

socioeconomic, and health factors. The study's overall findings validate XGBoost as a trustworthy and effective life 

expectancy estimation technique. Author employ [13] two machine learning techniques used in classification for 

forecasting namely decision tree classification and linear regression. The results showed that the Linear Regression 

Classifier achieved 96% accuracy while the Decision Tree Classifier achieved 92% accuracy. Author [16] analyzed life 

expectancy based on various features, including immunization features like Polio, Hepatitis B etc. on the standard of 

living that was not previously considered. He used logistic regression, support vector machines (SVM), decision trees, 

and random forest regression and found that the random forest approach produced an excellent r-squared value. 
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The greatest significant influence on life expectancy is education [21] as seen by the 0.713054 positive correlation 

between the two variables life expectancy and education. Next is adult mortality, which has a correlation of -0.696390 

with life expectancy indicating that life expectancy falls as adult mortality rises. Since education and adult mortality 

have a big influence on life expectancy, they should be considered when making life expectancy predictions. Schultz et 

al. [23] in his paper utilize different data science models for develop two clocks. First one is AFRAID clock and second 

one is FRIGHT clock. FRIGHT clock represents chronological age of mice but AFRAID clock shows forecasted life 

expectancy for multiple ages. Alsalem et al. [24] guess life expectancy at birth time using Boosted Decision Tree 

Regression. He finds out that different parameters like social factor and demographics plays very important role during 

forecasting 

 

III. METHODOLOGY 

A human's life expectancy may now be predicted with the highest degree of precision and accuracy due to development 

of data science and artificial intelligence. The input dataset, which has 22 data columns and 2938 data rows, was 

obtained from the WHO website. We will train our machine to predict human life expectancy using the linear 

regression approach and its different versions. A Random Forest regressor and XGBoost will greatly converge of 

dependent attributes so that our system will forecast precisely and much accurate .80% of processed input can be utilize 

for train our system and rest to test data so we can be sure that our machine forecast life expectancy accurately. The 

whole process of this research is shown in Fig. 2.  In this project we develop our model using python language and 

various data analytics library like scikit-learn, matplot, numpy, pandas and deep learning library i.e. TensorFlow. 

The dataset used for input was taken from the World Health Organization's Global Health Observatory (GHO) 

repository. 

Since our input dataset is not cleaned and we have to filter and process our dataset to make it more suitable for applying 

various data analytics algorithm like removing null value, assigning useful names to columns, encoding categorical 

values, removing outliers. We will create a pairplot diagram shown in Fig. 3. from our input dataset to understand our 

data more clearly & visually. 

Then we create a heatmap which shows the best parameters that helps in evaluation like expectancy. After finding 

correlation we break our input dataset in training and testing on basis of some percentage criterion like 80% for training 

and remaining data will be served for testing purpose. Lastly we applied feature scaling on our training data. 

The training dataset was then subjected to a variety of machine learning algorithms in order to determine which one 

performed best on the testing data as well. We check accuracy of our model by measure the difference between actual 

and predicted value for life expectancy. It is find out that XGBoost performs best among all ML models. 

Finally the life expectancy of human being is forecasted using our trained model. 

Seven machine learning algorithms required for this research mentioned below: 

 Linear Regression 

 Ridge Regression 

 Lasso Regression 

 Support Vector Regression (SVR) 

 Random Forest Regressor (RFR) 

 eXtreme Gradient Boosting (XGBoost) 

 Light Gradient-Boosting Machine (LightGBM) 
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Figure 3: Pairplot diagram between life expectancy and several input features
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Figure 2: Block diagram of the whole research 

Pairplot diagram between life expectancy and several input features 
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A. Deep Learning Model 

1. Linear Regression (LR): It has two variants based on the number of variable that are required for predicting 

dependent variable. If it uses one variable to predict desired outcome then it is known as simple Linear 

Regression. If it uses multiple variables then it is known as Multivariate Linear Regression. In this method our 

main task is guess the best line which cover maximum independent variable scatter plot. 

2. Lasso Regression: LASSO regression is variant of linear regression. This method is good for those dataset that 

exhibits multicollinearity.  It uses shrinkage method in which all data points will move towards certain point .It 

uses L1 Regularisation method.One problem associated with LASSO Regression is that when we have many 

correlated variables  it preserves only one variable and other correlated  variable become zero. It results lots of 

loss of information in data and thus generate low accuracy. 

3. Ridge Regression: This method again used for data that suffers from multicollinearity like LASSO regression 

but it utilize L2 regularization technique .But the problem with this method it is not good for feature reduction 

because it does not decrease the number of variable since it does not make coefficient zero instead it 

minimizes it. 

4. Random Forest Regression: Decision tree is computationally expensive for training the data and moreover it 

has problem of overfitting the data. Thus to overcome the weakness we use random forest regression tree. It is 

one of the best supervised learning algorithm utilizing ensemble learning in case of classification and 

regression problems. It is a bagging technique not a boosting technique. In ensemble method we combines 

results from many ML models  and use that result. 

5. XGBoost: XGBOOST is extreme gradient boosting technique uses ensemble Learning algorithm.It is portable, 

open source, support by most of language and maintained by Distributed Machine Learning Community. It 

utilize both hardware and software optimization to provide best result in short span of time. It has builtin cross 

validation method, Auto tree pruning and perform the distributed weighted Quantile Sketch algorithm for 

finding optimum split points. It supports parallel processing and can be used in distributed environment. 

 

B. Performance Metrics and Loss Function 

Mean Absolute Error (MAE) = 
�

�
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    (3) 

Loss Function =MSE    (4) 

Where 

yi = Actual value 

ŷi = Predicted value 

N= Total number of observation 

ȳ= Mean value 

 

C. Heat map Chart 

Fig. 4. represents the heatmap that shows the relationship between various parameters. It helps for finding the correct 

attribute that affect life expectancy of human being. 
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Figure 4: Heatmap for correlations between several parameter

 

IV. 

Different models are being compared on the basis mean squared error, mean absolute error and the R

Fig. 6. and Fig. 7. , it is crystal clear that XGBoost perform the best on our given dataset and has much higher accuracy 

as compared to other model 

Figure 5: Examine various machine learning models via MSE
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Heatmap for correlations between several parameter 

IV. RESULT AND DISCUSSION 

Different models are being compared on the basis mean squared error, mean absolute error and the R

is crystal clear that XGBoost perform the best on our given dataset and has much higher accuracy 

 
Examine various machine learning models via MSE 
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Different models are being compared on the basis mean squared error, mean absolute error and the R2 score. In Fig. 5. , 

is crystal clear that XGBoost perform the best on our given dataset and has much higher accuracy 
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Figure 6: Exam

Figure 7: Examine various machine learning models via R
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Examine various machine learning models via MAE 

 
Examine various machine learning models via R2 score 
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V. CONCLUSION 

In order to anticipate and analyses human life expectancy based on several criteria, our research required a variety of 

data science methods, including linear regression and its different variants, RFR, XGBoost, SVR, and LightGBM.  To 

determine which machine learning model is best for predicting life expectancy, we compared the accuracy of several 

algorithms. Out of all the models utilized in this study, XGBoost offers the highest accuracy, making it one of the best 

algorithms for estimating life expectancy. The primary motivation behind this study was to provide a faster method in 

predicting life expectancy for those nations lacking adequate hospital facilities. 

 

Future Scope 

In our study we use multiple machine learning algorithms to predict life expectancy. The work described in the project 

will be helpful in many ways.  In the future, the work will be expanded in several ways: 

 With a few more enhancements, it can assist us in determining the country's adult mortality rates. 

 It can be integrated with IoT to create a customized healthcare system. 

 More input data can be added to make model generic in nature 

  A realistic framework needs to be developed that determine life expectancy in real-time environment using 

current abundant data and giving attention to important parameter of person. 
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