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Abstract:  In the world of the housing market, a dynamic and sensitive market, high dependence on 

machine/Deep learning (ML DL) for price prediction has been observed. This research indicates that 

certain machine learning and deep learning algorithms, including support vector machines, LSTM, 

RNN, decision trees, random forests, and linear regression, may detect both linear and nonlinear 

correlations in housing data. In this way, these models have become helpful to stakeholders like 

homeowners, investors, and urban planners for predicting the prices accurately and understanding the 

market trends. Model overfitting is still a challenge; feature selection and accuracy of the data still 

persist. In the future, research could be conducted on how to integrate many data, from real market 

trends to multimodal data such as property images in order to improve prediction accuracy. Further, 

hybrid models that combine the best of all in algorithms, as well as reinforcement learning and 

sophisticated optimization strategies, could also increase the ability and performance. Nonetheless, 

fairness and bias in automated systems have to be another part to take into consideration to assure an 

equitable result for all on behalf them. By raising these areas, housing price prediction models can grow 

sturdier, reliable and helpful for steering exact estate decisions, aiding the people and overall economy.. 
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I. INTRODUCTION 

The housing market among the first and most pervasive businesses to pique the interest of the general public was the 

real estate industry. Due to its constant evolution, it has been characterized as the ecosystem's least transparent industry. 

Much research in the last several years has analyzed the housing market using state-of-the-art ML models to determine 

the most important variables influencing prices and to forecast future price changes, all made possible by the 

proliferation of computational methods. Whether it's predicting the future of the market [1][2], popular neighborhoods, 

or the most in-demand construction types, these computerized models assist homeowners, builders, and businesses in 

making better-informed decisions and increasing their profits. They also provide a hand to city planners and 

administrators in arranging a city's physical and environmental features in a way that benefits the most people. 

In recent years, ML has become a vital tool for estimating the worth of homes depending on their characteristics [3], 

independent of historical data, thanks to the increasing interest in Big Data. Several investigations into the matter 

demonstrated the efficacy of the ML strategy. 

The aim of using historical data on home attributes (such location, number of bedrooms and baths, square footage, etc.) 

and their associated costs, a model to precisely predict a new home's cost precisely based on its attributes may be 

created [4]. ML advances have led to the development of several algorithms that can accurately forecast future real 

estate values. 

This study's main goal is to employ these ML approaches to develop ML models that will be useful to users. Finding 

the perfect house with all the qualities a buyer needs is their first priority. Furthermore, when individuals look for these 

houses or real estate assets, they have a price in mind, and there is no guarantee that they will get the item at a 

reasonable cost without being overcharged. 
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The primary objective of this work is to curate a variety of ML approaches into consumer-beneficial ML models. 

Finding the perfect house with all the amenities a buyer needs is their first priority [5]. Furthermore, there is no 

guarantee that they will receive the goods at a reasonable price or without being overcharged because individuals look 

for these homes and real estate properties with a certain price in mind. 

 

II. HOUSING PRICE PREDICTION: PROBLEM OVERVIEW 

The basic description and asking price are sometimes displayed separately from the generic and standardized real estate 

features. These attributes may be readily compared over the whole spectrum of possible houses since they are given 

separately and in an organized manner.  Property sellers may include all of the property's salient features in the 

description as each one has unique characteristics of its own, such as a particular view or washing machine kind. The 

range of property prices is of great importance to both buyers and sellers since it is a key indicator of the status of the 

economy [6]. This study will anticipate home values using explanatory factors that encompass a wide variety of 

residential housing features. The project's objective is to develop a regression model that, given its parameters, can 

reliably predict a home's price. 

This section provides the details on how affecting the factors and challenges to predict the house price. 

 

A. Factors Affecting Housing Prices 

 Two criteria are the cost of the land acquisition and the finished home. A type of real estate is commodity 

housing, where the cost of a home includes the land price, building costs, profit, and taxes.  

 It is evident that Variations in the price of buying land have an effect on home prices. Furthermore, a 

significant portion of the building cost is the cost of the finished home. It is reasonable to suppose that housing 

costs influence home prices as well. 

 The regional per capita GDP at the conclusion of the year, the population, and their disposable income are two 

examples of external indirect impacts.  The absolute income level of the residents influences their home-

buying behavior [7]. 

 In the home-buy function, the marginal purchasing power of housing decreases as consumer income increases, 

although overall data shows an increase in housing purchasing power [8]. 

 

B. Challenges in Accurate Price Prediction 

 A larger dataset can be considered with more features, like the swimming pool [8]. Parking space has a big 

impact on how much a property costs. Categorization of whether a property is a flat or a villa can provide 

different insights. 

 The dataset used gets outdated with the passage of time due to government decisions, changes in locality, and 

constant updating is vital. 

 It’s found that images of house interiors have major impacts on pricing [9]. However, retrieving the interior 

design of the houses is not always possible. 

 

III. MACHINE LEARNING MODELS FOR HOUSING PRICE PREDICTION 

The basic idea behind ML is to create algorithms that enable computers to learn [10]. The algorithm's input and 

intended result determine this. Certain ML methods will specify the methods that people can use to accomplish a job 

[11]. ML approaches and techniques have been developed by a number of mathematicians and programmers. 

This section provides ML algorithms that are capable of analyzing the dataset and forecasting home values. 

 

A. Regression 

The regression approach is used for two concepts.  First, there are notable similarities between regression analysis and 

ML, which are commonly used for forecasting and prediction. Second, regression analysis may be used in some 

circumstances to determine the causal links between the independent and dependent variables [12]. Regressions alone, 
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it should be noted, only display the relationships between a dependent variable and a dataset that has several 

components. 

 

Linear Regression  

The simplest ML technique, LR analysis, was used to test the calculating approach. Depending on the makeup of the 

independent variables, the MLR and PR  methods were used 

similarly well, learns somewhat rapidly, and has a high explanatory power.

A sample regression procedure that simulates LR is the term for a linear relationship between one or more independent 

variables and a dependent variable [15]. The link between the independent and dependent variables is explained by 

linear expression in Equation (1). 

 � = ���� + � (1) 

 

Decision Tree Regression Model  

In order to predict the value of the target variable, the DT algorithm

input space into regions and fits a simple linear model to each one. The division is determined by a threshold of features 

to minimize the mean square error of the samples within each region 

handling complicated data structures and non

and non-linear relationships [17]. However, the DT approach is prone to overfitting issues and is extremely sensitive to 

noise and outliers. 

Figure 
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Figure 1: Linear Regression 

In order to predict the value of the target variable, the DT algorithm-based choice tree regression model 

input space into regions and fits a simple linear model to each one. The division is determined by a threshold of features 

to minimize the mean square error of the samples within each region [16]. DT regression models are capable of 

handling complicated data structures and non-linear correlations because they automatically manage feature interactions 

. However, the DT approach is prone to overfitting issues and is extremely sensitive to 

 
Figure 2: Decision Tree Regression Model 
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Random Forest Model 

A statistical technique called bagging is used to conduct regression and classification tasks concurrently. The RF 

method is an ensemble ML technique that uses a lot of DL to do both goals 

single DL, the RF model builds many DT with the data as the emphasis

more accurate and trustworthy forecast [20]

 

Support Vector Machine Model 

The first step's detected SVM is then used as classifiers to predict future market moves. SVM can transform linear or 

non-linear input attribute spaces into high

prices [21] and it is independent of the probability distribution assumption in Equation (2).

 ��� + � = 0 (2) 

Figure 

 

IV. DEEP LEARNING MODELS

One subfield of ML is DL. It is a method that uses nu

nonlinear transformations in an attempt to leverage the high

ML that is based on characterizing learning data. DL and shallow learning are related concepts.

 

A. LSTM (Long Short-Term Memory) 

In this work, the TensorFlow and Keras libraries were used to build an LSTM pr

especially to manage sequential data's long

decide whether to accept or reject data according to its applicability to the current job by utilizing gate mechani

[24]. This leads to an improved ability to manage long data se
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A statistical technique called bagging is used to conduct regression and classification tasks concurrently. The RF 

method is an ensemble ML technique that uses a lot of DL to do both goals [18][19]. Instead of concentrating on a 

single DL, the RF model builds many DT with the data as the emphasis and combines their predictions to provide a 

[20]. 

 
Figure 3: Random Forest Model 

The first step's detected SVM is then used as classifiers to predict future market moves. SVM can transform linear or 

linear input attribute spaces into high-dimensional feature spaces, which makes it helpful for modeling housing 

dent of the probability distribution assumption in Equation (2). 

 
Figure 4: Support Vector Machine Model 

DEEP LEARNING MODELS FOR HOUSING PRICE PREDICTION 

One subfield of ML is DL. It is a method that uses numerous processing layers with complicated structures or multiple 

nonlinear transformations in an attempt to leverage the high-level abstraction of data [22]. DL is an algorithm used in 

ML that is based on characterizing learning data. DL and shallow learning are related concepts. 

In this work, the TensorFlow and Keras libraries were used to build an LSTM prediction model. LSTM was created 

especially to manage sequential data's long-term dependencies [23]. The model may regulate the information flow and 

decide whether to accept or reject data according to its applicability to the current job by utilizing gate mechani

. This leads to an improved ability to manage long data sequences. 
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Figure 

 

Application of LSTM (Long Short-Term Memory)

 In a variety of problem areas, the LSTM network is used both alone and in conjunction with other deep 

learning designs. 

 Time series data is the first thing that springs to mind when discussing temporal sequences in data. However, 

this is a wide idea. The LSTM model has been used to forecast financial markets in the more concrete context 

of time series forecasts [25]. 

 In terms of language acquisition, both context

order to complete useful tasks, natural language processing examines how computers can understand and adapt 

to natural language speech or writing.

 

B. RNN (Recurrent Neural Network) 

One of the ANN models made to handle sequential 

to classic neural networks that analyze inputs in a single forward pass, Recurrent connections in RNNs enable them to 

remember information from previous inputs and utilize it to affect h

interpreting the present input requires knowledge of the context of previous inputs. Furthermore, because of their 

current state, they are highly suitable for language pr

and language modeling [27][28]. The fundamental building block of an RNN is a sequence of recurrent cells, each of 

which updates its internal state in response to a new input. The cell transmits its output to the subsequent cell in the 

sequence after receiving input and its prior internal state from each time step 

"remember" past inputs and utilize this information to inform how future inputs are processed.

Figure 

 

Application of RNN (Recurrent Neural Network)

 These have been RNNS that have revolutionized NLP by making such much more sophisticated, context

aware models possible. RNNs have been proven 

 Speech recognition has also bene

more accurate and efficient system. This suggests that RNNs would be able to capture the temporal 

dependency in the speech signal and lead to A notational accuracy significantly higher than those using 

previous methods. 
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Figure 5: LSTM (Long Short-Term Memory) 

Term Memory) 

In a variety of problem areas, the LSTM network is used both alone and in conjunction with other deep 

ta is the first thing that springs to mind when discussing temporal sequences in data. However, 

this is a wide idea. The LSTM model has been used to forecast financial markets in the more concrete context 

In terms of language acquisition, both context-free and context-sensitive, LSTM is a formidable force.  In 

useful tasks, natural language processing examines how computers can understand and adapt 

to natural language speech or writing. 

One of the ANN models made to handle sequential data, including text, audio, and time series, is the RNN. In contrast 

to classic neural networks that analyze inputs in a single forward pass, Recurrent connections in RNNs enable them to 

remember information from previous inputs and utilize it to affect how current inputs are processed 

interpreting the present input requires knowledge of the context of previous inputs. Furthermore, because of their 

current state, they are highly suitable for language processing tasks, including machine translation, speech recognition, 

. The fundamental building block of an RNN is a sequence of recurrent cells, each of 

tate in response to a new input. The cell transmits its output to the subsequent cell in the 

sequence after receiving input and its prior internal state from each time step [29]. As a result, the network is allowed to 

"remember" past inputs and utilize this information to inform how future inputs are processed. 

 
Figure 6:  RNN (Recurrent Neural Network) 

Application of RNN (Recurrent Neural Network) 

These have been RNNS that have revolutionized NLP by making such much more sophisticated, context

aware models possible. RNNs have been proven effective in several NLP tasks in several studies 

Speech recognition has also benefited from significant contributions of RNNs [32], which have made it to 

ficient system. This suggests that RNNs would be able to capture the temporal 

ependency in the speech signal and lead to A notational accuracy significantly higher than those using 
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 Anomaly detection in the security, industrial monitoring, and healthcare domains have all utilized RNNs

 

The standardized assessment measures, including MSE, RMSE, and R

performance. 

Where,  

 �� −predicted value 

 �� −Actual Value 

 � − Total number of data points (samples)

 

Mean Squared Error (MSE) 

MSEs are regression statistics that compute the average squared error between the predicted and 

supplied by and takes values that are either zero or positive Equation (3).

 ��� =
�

�
∑ (�� − ��)��

���  (3) 

 

Root Mean Squared Error (RMSE) 

To quantify the discrepancies between the population or sample's actual values

estimate, another often used metric is the RMSE. The square root of MSE is this 

RMSE offer an error measure in the same unit as the target variable. It accepts values between [0, +

by Equation (4, 5): 

 ���� = √��� (4) 

 ���� = �
�

�
∑ (�� − ��)��

���  

 

R-Squared (R2) Score  

To determine whether the given attributes have a negative, positive, or zero correlation with the house price, the 

Pearson Coefficient Correlation will be used. Additionally 

the model will be measured to demonstrate how the method varies over time in Equation (6

 �� = 1 −
������������

�������
 (6) 

 ������������ = ∑ (�� − ��)��
���  

 ������� = ∑ (�� − ��)
��

���  (8) 
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The standardized assessment measures, including MSE, RMSE, and R2, are used to thoroughly assess the models' 

 
Figure 7: Regression Graph 

points (samples) 

MSEs are regression statistics that compute the average squared error between the predicted and 

supplied by and takes values that are either zero or positive Equation (3). 

To quantify the discrepancies between the population or sample's actual values and those predicted by a model or 

estimate, another often used metric is the RMSE. The square root of MSE is this [34]. As an alternative, MSE and 

RMSE offer an error measure in the same unit as the target variable. It accepts values between [0, +

 (5) 

To determine whether the given attributes have a negative, positive, or zero correlation with the house price, the 

Pearson Coefficient Correlation will be used. Additionally [35], for performance evaluation, the time required to train 

sured to demonstrate how the method varies over time in Equation (6- 9). 
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Anomaly detection in the security, industrial monitoring, and healthcare domains have all utilized RNNs [33] 
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∑ (�����)��
��� 

∑ (�����)��
��� 

 (9) 

Where, 

������������ − Sum Squared Regression Error 

������� − Sum Squared Total Error 

 

VI. LITERATURE OF REVIEW 

This literature review section reviews various ML and DL approaches for housing price prediction, emphasizing key 

methodologies, challenges, and contributions while highlighting the importance of macroeconomic indicators, 

preprocessing, and optimization techniques. 

Kiran et al. (2023) describes their ML-based house price model and its dataset. Real estate data mining is frequent. Data 

mining can anticipate house values, essential property features, and more by extracting meaningful information from 

raw data. Research shows that property price variations worry homeowners and the real estate market. This paper 

discusses using Python modules to estimate housing prices using regression approaches. The proposed method utilized 

more precise house price calculations and provided more accurate predictions. It also discusses graphical and numerical 

methods for housing price prediction [36]. 

Nunna et al. (2023) In order to anticipate the HPI utilizing macroeconomic characteristics, they used a variety of time 

series, ML, and DL models in this work. Their objective is to obtain precise forecasts and connections that have a direct 

bearing on the real estate market.  Numerous methods were used to anticipate HPI based on microeconomic 

characteristics, with minimal focus on macroeconomic characteristics such as national economic data.  Accurately 

predicting housing price indices will be tremendously helpful to homeowners, banks, investors, and policymakers [37]. 

Sankar et al. (2024) present an investigation of landlord land price forecasting using ML techniques.  The goal is to 

create a prediction algorithm that can precisely estimate land values so that landlords may make well-informed choices 

about their real estate investments. The research employs various ML algorithms, including but not limited to 

regression and ensemble methods, to analyze a dataset comprising relevant features, including demographics, economic 

factors, land size, and location.  Through stringent testing and validation procedures, the prediction models' accuracy is 

assessed using performance measures such MAE, RMSE, and R2 [38]. 

Li and Li (2023) propose a blending model based on Python and its xgboost, DF21, and Geatpy packages to predict 

resale prices in Singapore. First, the high-cardinality categorical attributes are preprocessed by means of mean coding. 

Then, they propose a linear blending method that includes GA-HL-Xg-Boost, GA-RF, DRF, and lightGBM. To assess 

the significance of characteristics, use the Gini impurity.  For both the government and individual investors, predicting 

the price of homes is crucial. The prediction system has high accuracy and flexibility and plays an important role in 

decision-making. However, previous studies have focused only on limited datasets, as well as non-time series or feature 

prediction [39].  

Vijava et al. (2023) aim to give a summary of the most recent and widely used DL optimization methods that forecast 

more accurate and exact home values.  This clever system takes on the responsibility of being essential to learning and 

optimization. However, because of their complexity, multidisciplinary nature, and dynamic nature, optimizing these 

systems is very challenging.  One of the best tools for estimating regular fluctuations in property values is the HPI. The 

current house pricing data is processed using a variety of methods and considers a number of factors, such as layouts, 

design, climate control, etc [40].  

Vaishnavi et al. (2024) illustrate the transformative impact of preprocessing on predictive models' reliability. Since it 

affects the decisions made by buyers, sellers, and investors, accurately estimating house prices is crucial in the real 

estate market. ML has emerged as a potent tool in this domain, leveraging historical sales data, property features, and 

economic indicators to forecast future prices. However, the quality of the data determines how well machine learning 

models work. Therefore, careful preprocessing procedures like feature engineering, normalization, and cleaning are 

required. Through techniques like data filtration and normalization, preprocessing refines data suitability for algorithms, 

enhancing predictive accuracy [41]. 
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Kaur et al. (2023) study article can assist in estimating a home's price, which benefits both buyers and sellers by 

enabling them to purchase a property at a fair price. The outcome demonstrated that machine learning methods in linear 

regression models are capable of making high-accuracy predictions about region pricing.  Nevertheless, there are 

certain difficulties, such as the value of real estate according to its location, features, and amenities.  In order to identify 

and fix the flaws, it stresses the use of ML algorithms for price prediction [42]. 

Table I highlights key research gaps in ML/DL-based housing price prediction, emphasizing data limitations, feature 

selection, optimization challenges, and forecasting improvements 

Table 1: Comparative Analysis of Key Studies on Machine Learning and Deep Learning Models for Housing Price 

Prediction 

Reference Focus Area Key Findings Challenges Key Contribution 

Kiran et 

al. (2023) 

ML-based house 

price prediction 

Regression models 

improve prediction 

accuracy 

Limited dataset, lacks 

time series forecasting 

Demonstrates the 

effectiveness of ML models 

for precise house price 

prediction 

Nunna et 

al. (2023) 

HPI forecasting 

with ML/DL 

Macroeconomic 

factors significantly 

impact HPI 

Less focus on 

microeconomic 

features 

Highlights the importance of 

macroeconomic indicators in 

price forecasting 

Sankar et 

al. (2024) 

Land price 

prediction using 

ML 

Regression and 

ensemble models 

yield high accuracy 

Feature selection 

complexity, dataset 

limitations 

Proposes predictive models 

for land price forecasting with 

rigorous evaluation 

Li and Li 

(2023) 

Blended ML 

models for resale 

price prediction 

Linear blending 

models enhance 

prediction 

performance 

Non-time-series-based 

approach limits 

adaptability 

Introduces a blended 

approach combining multiple 

ML techniques for higher 

accuracy 

Vijava et 

al. (2023) 

DL optimization 

for precise price 

estimation 

HPI provides key 

insights into housing 

trends 

Complexity in 

optimizing dynamic 

systems 

Explore deep learning 

techniques for improved price 

prediction accuracy 

Vaishnavi 

et al. 

(2024) 

Impact of data 

preprocessing on 

ML models 

Preprocessing 

improves model 

reliability 

Data quality issues 

affect prediction 

robustness 

Emphasizes the role of data 

preprocessing in enhancing 

ML model performance 

Kaur et al. 

(2023) 

ML for estimating 

property prices 

Linear regression 

achieves high 

accuracy 

Area-based property 

valuation remains a 

challenge 

Validates the efficiency of 

ML algorithms for property 

price estimation 

 

VII. CONCLUSION AND FUTURE WORK 

ML and DL models have emerged as effective tools for housing price prediction, offering accurate insights by 

analyzing complex datasets. LR, DT, RF and other, more advanced models like LSTM and RNN can also explain and 

ultimately show that they can extract linear and nonlinear relationships with the data. The results of these models are 

useful in helping more informed decision-making among homeowners, investors and urban planners. Nevertheless, the 

problems of data quality, feature selection and overfitting are issues that require continuous improvement with regard to 

model reliability and accuracy. 

Future research is needed to combine various and real-time datasets (image and macroeconomic indicator) in order to 

increase the accurateness of prediction. Since an existing limitation of any single algorithm limits performance, hybrid 

models doing better than any individual algorithm may be explored. In addition, reinforcement learning and more 

sophisticated optimization techniques may be useful to model using when conditions change dynamically in the market. 

The other side of the coin is the need to consider the ethical aspects of automated systems, for instance, fairness and the 
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possibility of bias of automated systems, for the sake of all stakeholders achieving fair outcomes. The usage of house 

price prediction models, which are now more reliable and useful, will be improved by these developments. 
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