
I J A R S C T    

    

 

               International Journal of Advanced Research in Science, Communication and Technology  

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 8, April 2025 

 Copyright to IJARSCT         DOI: 10.48175/568   552 

    www.ijarsct.co.in  

 
 

ISSN: 2581-9429 Impact Factor: 7.67 

 

Transforming Nutrition Awareness with Nutrifit 
Prof. Kusumlata Pawar1, Chaitanya Khedekar2, Jotirmay Motiwale 2, 

Renuka Kolekar2, Shital Khairnar2 
Assistant Professor, Department of Computer Engineering1 

Student, Department o Computer Engineering2 

 Alard College of Engineering and Management, Pune 

 

Abstract: This paper aims to explore emerging technological advancements in the field of nutrition and 

health management. Nutri-Fit, a web-based application, exemplifies this trend by providing real-time 

nutritional analysis of food images and videos. As visual food content becomes increasingly popular across 

social media platforms, users often lack awareness of the nutritional value of the dishes they encounter. 

Nutri-Fit addresses this gap using advanced computer vision algorithms to automatically detect ingredients 

in uploaded food content and assess their nutritional profiles. The system evaluates key aspects such as 

calorie count, macronutrient composition, and overall nutritional balance, delivering comprehensive health 

assessments to users. It makes use of KNN and YOLO v5 to detect the ingredients. Furthermore, Nutri-Fit 

offers personalized feedback and visually engaging nutritional breakdowns, empowering individuals to 

make informed dietary choices aligned with their health goals. Use of LLM to get the desired recipes. The 

application also integrates a personalized chatbot that enables users to modify traditional recipes into 

healthier versions, enhancing the overall meal planning experience. 

 

Keywords: NutriFit, Macronutrient composition, Dietary goals, Personalized chatbot, Computer vision in 
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I. INTRODUCTION 

With the rise of food-related content on social media, many individuals lack the knowledge to assess the 

nutritional value of the dishes they encounter. Nutri-Fit addresses this challenge by leveraging artificial 

intelligence to provide real- time nutritional analysis of food images and videos. Using advanced computer vision 

algorithms, Nutri-Fit detects ingredients and evaluates key nutritional aspects like calorie count and macronutrient 

composition. The platform offers personalized feedback and helps users make healthier food choices, empowering 

them to align their diet with their health goals. Nutri-Fit combines deep learning models like CNNs and YOLO v5 

to make nutrition tracking more accessible and accurate. 

  

Aim 

The aim of Nutri-Fit is to provide an automated web application that evaluates the healthiness of recipe videos. 

By analyzing both the visual and audio content of recipe videos, the system extracts ingredients and cooking 

methods to assess key nutritional factors such as calorie count, macronutrient balance, and overall health value. 

This tool helps users make informed dietary choices by offering clear nutritional breakdowns based on the video 

content. 

 

Scope 

• Analysis of recipe images to evaluate their nutritional values. 

• Supports image inputs, extracts visual content to identify ingredients. 

• Using computer vision and speech recognition, the system will assess key nutritional aspects, such as calories 

and macronutrient balance. 

• The tool is designed to provide users with personalized, easy-to-understand nutritional breakdowns, aiding in 

healthier food choices. 
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• Main Focus on providing accurate assessments for a wide range of recipes available online. 

 

Motivation 

The motivation behind this project stems from the need for promoting healthier lifestyles, with rising rates of 

obesity, heart disease, and diabetes, there is a pressing need for resources that help individuals make healthier 

dietary choices. Accessibility to nutrition information as many people lack access to reliable nutrition information. 

A platform can provide evidence-based recipes, nutritional breakdowns, and tips to help users make informed 

choices about their meals. Catering to diverse diets and encouraging cooking skills. 

 

II. LITERATURE SURVEY 

1. Food Image Recognition and YOLO Model Redmon, J., Divvala, S., Girshick, R., Farhadi, 

A. (2016). You Only Look Once: Unified, Real- Time Object Detection. IEEE Conference on Computer Vision 

and Pattern Recognition (CVPR): In this paper, Redmon et al. introduced the YOLO (You Only Look Once) 

framework, which revolutionized real-time object detection. Unlike traditional object detection models, which run 

the detection process in multiple stages, YOLO performs object localization and classification in a single forward 

pass. This unified approach not only reduces computational time but also increases the efficiency of object 

detection systems. For food image recognition, YOLO provides an innovative solution that can detect multiple 

food items within an image in real-time. The ability of YOLO to classify and localize food items makes it a 

valuable tool for applications in dietary tracking, automated food analysis, and nutrition monitoring, especially in 

mobile health applications where real-time detection is crucial. 

2. Machine Learning for Personalized Nutrition Goodfellow, I., Bengio, Y., Courville, A. (2016). Deep   

Learning.  MIT  Press. Liu, Y., Zhang, Z., Zhang, Y. (2020). A Personalized Nutrition Recommendation System 

Using  Deep  Learning. Journal of  Food Engineering, 122(4), 118-126: In their book Deep Learning, Goodfellow 

et al. provide an in-depth exploration of deep learning technologies, which have seen  significant  advancements   

and applications in diverse fields, including nutrition. Building upon this, Liu et al. (2020) proposed a 

personalized nutrition recommendation system that leverages deep learning algorithms. By analyzing individual 

dietary habits, health conditions, and lifestyle factors, the system generates tailored nutrition plans designed to 

optimize individual health outcomes. This personalized approach offers a significant improvement over traditional 

nutrition models by considering the unique needs and preferences of each individual. The integration of deep 

learning techniques in such systems enhances the precision of dietary recommendations, ensuring better 

adherence to health goals and promoting long-term well-being. 

3. TensorFlow: Machine Learning Framework TensorFlow Team (2020). TensorFlow: Large- Scale Machine 

Learning on Heterogeneous Systems:TensorFlow, an open-source machine learning framework developed by 

Google, has become a cornerstone in the development of scalable AI applications. Its ability to handle large 

datasets and its compatibility with heterogeneous systems make it ideal for deep learning projects, including those 

related to personalized nutrition. The TensorFlow framework enables the creation of machine learning models 

that can be trained on vast amounts of health and dietary data. It facilitates real-time predictions and adjustments, 

which are essential in the development of personalized nutrition systems. By leveraging TensorFlow, systems can 

integrate data from various sources such as wearables, food diaries, and health apps, creating a more cohesive and 

effective model for managing nutrition and health data. 

4. AI in Nutrition and Health Applications 

De’ Donno, M., Ricci, F. (2020). Artificial Intelligence in Health and Nutrition: Challenges and Perspectives. 

Health Informatics Journal, 26(3), 1160-1169: De’ Donno and Ricci (2020) examine  the  role  of  artificial  

intelligence  in improving health and nutrition applications. They highlight several key challenges, including 

issues related to data privacy, the need for large, diverse datasets, and the complexities of integrating AI into 

existing healthcare infrastructures. Despite these challenges, the potential of AI to personalize nutrition and 

healthcare recommendations is vast. AI can analyze vast amounts of data from diverse sources such as clinical 

records, food intake patterns, and lifestyle information. By providing more precise and individualized dietary 
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advice, AI systems can help people achieve optimal health outcomes. This paper sets the stage for further 

exploration of how AI technologies can be applied to tailor nutrition and health interventions, offering a more 

personalized approach to healthcare. 

5. Artificial Intelligence in Nutrition and Healthcare Thangamani, S., Arya, A. (2019). Artificial Intelligence in 

Nutrition and Healthcare. Journal of Nutritional Health Food Engineering, 9(4), 310- 319: Thangamani and Arya 

(2019) explore how artificial intelligence is transforming healthcare and nutrition. The authors focus on the 

integration of machine learning algorithms, which enable the development of personalized healthcare solutions 

based on individual nutritional needs. AI technologies can be used to predict health risks, recommend diets, and 

monitor ongoing health conditions. The paper discusses the emerging applications of AI in personalized nutrition, 

where machine learning models can dynamically adjust dietary recommendations based on real-time health data, 

promoting more effective management of chronic diseases and healthier lifestyles. This integration of AI into 

healthcare not only enhances the quality of care but also empowers individuals to make better, data-informed 

decisions about their nutrition. 

6. Integration of External APIs for Health Data Vasilenko, M., Li, H. (2018). API Integration for Real-Time 

Health Data Analytics in Fitness and Wellness Applications. Journal of  Medical Systems, 42(8), 143-153: 

Vasilenko and Li (2018) investigate the integration of external APIs for real- time health data analytics, 

particularly in the context of fitness   and  wellness  applications.   By incorporating  APIs,   these  applications  

can synchronize data from various devices such as wearables, fitness trackers, and health monitoring systems. 

This real-time data integration allows for more  accurate  and  timely insights into    an individual’s health and 

dietary needs. The use of APIs enables the seamless aggregation of various health metrics, such as physical 

activity, sleep patterns, and food intake, providing a comprehensive view of an individual's health. This allows for 

personalized recommendations to be made based on real-time  data,  ultimately   improving user engagement and 

adherence to health and nutrition goals. 

7. Wearable Technology in Health and Fitness 

Ng, J., Weng, W. (2021). Wearable Technology in Health and Fitness Apps: Integration and Future Trends. 

Journal of Health Informatics, 22(2), 79-85: Ng and Weng (2021) discuss the increasing role of wearable 

technology in health and fitness applications. Wearables, such as smartwatches and fitness trackers, collect data 

related to physical activity, heart rate, and other vital health metrics. These devices, when integrated with AI-

powered systems, can provide personalized feedback on nutrition and fitness. The paper explores how wearables 

can contribute to the development of personalized diet plans, as the real- time health data they provide can be used 

to adjust dietary recommendations dynamically. As wearable technology continues to evolve, its integration with 

AI and machine learning models will become even more seamless, leading to more efficient and effective health 

management solutions. 

8. AI in Personalized Diet Recommendations Papadopoulos, A., Mitic, M. (2020). Using Machine Learning for 

Personalized  Diet Recommendations Based on Dietary Preferences and Goals.  International Journal  of 

Environmental Research and Public Health, 17(15), 5102-5115: Papadopoulos and Mitic (2020) focus on the use 

of machine learning to create personalized diet recommendations that take into account individual dietary 

preferences, restrictions, and health goals. The paper emphasizes the importance  of  personalization  in dietary 

interventions, which can improve adherence and long-term success. By using machine learning algorithms, the 

system can continuously learn from user inputs, such as food preferences, allergies, and fitness goals, to optimize 

recommendations over time. This personalized approach offers a more adaptive solution to diet planning 

compared to traditional methods, which often use one-size-fits- all models that may not account for individual 

needs and preferences. 

9. AI in General Healthcare and Well-being Rajpurkar, P., et al. (2017). CheXNet: Radiologist-Level Pneumonia 

Detection on Chest X-Rays with Deep Learning. IEEE Conference  on Computer Vision  and Pattern Recognition 

(CVPR): Rajpurkar et al. (2017) introduced CheXNet, a deep learning model that achieved radiologist-level 

performance in detecting pneumonia from chest X-rays. This paper demonstrates the power of AI in medical 

diagnostics, a concept that  is transferable to the  domain  of personalized nutrition and healthcare. Just as AI 
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models can diagnose diseases from medical imaging, they can also be applied to nutritional assessment, where AI 

can interpret food-related data to offer personalized dietary recommendations. This approach could help in 

monitoring health conditions related to diet and nutrition, offering real-time, accurate feedback to improve well-

being. 

10. AI in Behavioral and Mental Health Care Luxton, D. D. (2016). Artificial Intelligence in Behavioral and 

Mental Health Care. Academic  Press: In this  book, Luxton discusses the potential of AI to enhance behavioral 

and mental health care. AI tools, such as virtual therapists and predictive modeling, are increasingly being used to 

monitor mental health conditions and provide therapeutic interventions. The application of AI in mental health 

care can complement nutrition management  systems,  as emotional and psychological states significantly affect 

eating behaviors. Integrating AI into personalized nutrition systems could help address mental health challenges 

related to food, ensuring that both physical and mental health are considered in dietary recommendations. 

 

III. SYSTEM ARCHITECHTURE 

Fig.1 System Architecture 

The architecture of the proposed system, Nutrifit, is designed to help individuals by providing real-time image 

recipe analyzing and chatbot for assistance, while also ensuring users dietary specifications. 

Frontend 

The NutriFit frontend is built using ReactJS, a modern JavaScript library designed for building fast and dynamic 

user interfaces. The primary features of the frontend include: 

• Image Capture and Upload: Users can either upload images or capture them directly using the integrated camera. 

The camera functionality is facilitated through ReactJS, enabling real-time image capture. 

• Recipe Display: After analyzing the uploaded image, the system generates and displays the extracted recipe 

information, including ingredients, cooking instructions, and estimated nutritional content. 

• Chatbot Interface: The frontend also integrates a chatbot that interacts with users in natural language, helping 

with recipe inquiries, food substitutions, and offering personalized cooking tips. 

Backend 

The backend is powered by Python FastAPI, known for its speed and ease of use in building APIs. The backend 

serves several essential roles, including: 

• Image Analysis API: The /analyze-image endpoint receives images, processes them through the Gemini 1.5 

model, and returns the parsed recipe data (ingredients, cooking steps, etc.). 

• Chatbot API: The /chat endpoint handles user queries and returns contextually relevant responses using Google 

Generative AI. This allows the system to answer cooking-related questions and maintain a conversation with the 

user. 

AI Models 

NutriFit utilizes two distinct AI models to power its functionalities: 

• Gemini 1.5 for Image Recognition: This model is responsible for analyzing the uploaded images and extracting 

key details such as ingredients, recipe instructions, and nutritional information. By leveraging deep learning 

techniques, Gemini 1.5 identifies food items and estimates the portion sizes and nutrients based on visual cues. 

• Google Generative AI for Chatbot Functionality: This model facilitates the chatbot’s natural language 

understanding and generation. It allows users to ask questions, request recipe suggestions, and engage in 
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meaningful interactions. The model is designed to retain context over multiple conversation turns, allowing the 

chatbot to remember user preferences up to the ninth slice of the conversation. 

 

IV. SYSTEM COMPONENTS AND WORKING 

The NutriFit system is composed of several interconnected modules that work in unison to deliver accurate food 

image analysis and interactive user assistance. Each component serves a specific function, contributing to the 

overall performance and reliability of the system. The key components are described below: 

1. User Interface (Frontend – ReactJS): The graphical user interface is developed using ReactJS, a modern library 

suitable for building dynamic and responsive web applications. The interface allows users to either upload an 

image from their device or capture a photo directly using an integrated camera tool. Upon image submission, the 

system presents extracted recipe details such as a list of ingredients, preparation steps, and estimated nutritional 

values. A built- in conversational assistant also facilitates user interaction by addressing questions and offering 

culinary suggestions. 

2. Application Server (Backend–Python FastAPI): The backend layer is built using FastAPI, a high-performance 

Python framework optimized for handling asynchronous requests. This layer acts as the intermediary between the 

frontend and the underlying analytical models. It includes dedicated API endpoints for processing image data and 

managing user interactions. Optional integration with a relational database allows storage of user preferences, 

dietary requirements, and historical interactions to enhance personalization. 

3. Image Analysis Module (Gemini 1.5): The core image processing capability is provided by the Gemini 1.5 

model. Upon receiving an image, the system performs a sequence of preprocessing steps, including normalization 

and resizing, to prepare the input for analysis. Using deep convolutional architectures, the model identifies key 

visual features, classifies food items, estimates portion sizes, and infers nutritional values. The output is a 

structured representation of the detected recipe, which is sent back to the user interface for display. 

4. Conversational Interaction Module (Google Generative AI): To support natural user engagement, NutriFit 

incorporates a generative language model capable of interpreting and responding to text-based queries. This 

module enables users to request ingredient substitutions, clarify preparation steps, or seek general culinary advice. 

The model is designed to retain short-term conversational context (up to nine prior exchange), allowing for 

coherent and contextually appropriate responses across multiple interactions. 

5. Data Security and Privacy Framework: 

To ensure the confidentiality and safety of user data, NutriFit employs robust security mechanisms. All 

communications between the client and server are encrypted using secure protocols (SSL/TLS). Users are granted 

full control over their personal data, including the ability to erase conversation histories. Additionally, user 

account functionality—if enabled—ensures secure handling of authentication data and preferences. 

 

The system works as follows: 

• The user begins by either uploading a food image or capturing one directly through the application’s camera 

interface. This functionality is handled entirely within the ReactJS frontend, ensuring quick and responsive 

interaction. 

• Once the image is obtained, it is processed on the client side using integrated AI-based services. The frontend 

extracts relevant information such as ingredients, visual portion sizes, and potential nutritional values by calling 

the Gemini 1.5 model through frontend-accessible APIs. 

• After the analysis is complete, the identified recipe components—including ingredient lists, preparation steps, 

and estimated nutritional data-are displayed within the user interface in a structured, easy-to-read format. 

• Users can then engage with the conversational assistant embedded in the interface to ask questions about the 

recipe, request alternatives for specific ingredients, or get advice tailored to dietary preferences. 

• These user queries are sent from the frontend to the backend, where they are processed using Google’s 

Generative AI model. The system interprets the input, considers prior conversation context (up to nine 

interactions), and generates a relevant response. 



I J A R S C T    

    

 

               International Journal of Advanced Research in Science, Communication and Technology  

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 8, April 2025 

 Copyright to IJARSCT         DOI: 10.48175/568   557 

    www.ijarsct.co.in  

 
 

ISSN: 2581-9429 Impact Factor: 7.67 

 
• The chatbot response is returned and presented to the user in the same interface, supporting a continuous and 

personalized conversation. 

• If account functionality is enabled, the user’s preferences and previous interactions can be stored securely, 

allowing for future customization and improved suggestions. 

• Throughout this process, all data exchanged between the user and the system—including images and text—is 

protected using secure encryption protocols to ensure privacy and prevent unauthorized access. 

 

V. IMPLEMENTATION DETAILS 

The implementation of the project involves the following steps: 

Data Collection and Dataset Preparation: Food Image Dataset: Gather a large dataset of food images labelled with 

their nutritional information, including calorie content. Datasets like Food-101, UEC Food 256, or others can be 

used to train machine learning models. Video Dataset: Collect video footage of food preparation or consumption, 

and annotate these videos with calorie and nutritional information. 

Image Recognition Technology: Image Recognition: Develop or integrate deep learning models like 

Convolutional Neural Networks (CNNs) to identify the type of food in images. Popular pre-trained models like 

ResNet, Inception, or MobileNet can be fine-tuned to improve accuracy. Object Detection: Implement object 

detection algorithms (Google Generative AI) to identify specific food items from the images or videos and their 

respective portions. 

Calorie Calculation: Nutritional Database Integration:Link each recognized food item to a nutritional database, 

such as the USDA Food Database or other reliable food databases, to retrieve the calorie and nutritional content 

per serving/portion. Calorie Estimation: For images/videos of food items, calculate the calorie count based on:The 

type of food.Portion size (based on estimation models or user input).Nutritional values fetched from the database. 

Real-Time Feedback: If it's a video, track the food consumption in real-time and give an ongoing calorie count as 

the video progresses. 

User Input and Interaction: Manual Adjustments: Allow users to manually adjust portion sizes or food types if the 

system's recognition is inaccurate. Food Log: Enable users to log their meals for future calorie counting. Profile 

Customization: Let users input dietary preferences, health goals (e.g., weight loss, muscle gain), and other 

parameters for more accurate calorie recommendations. 

Backend System and Model Deployment: Python Flask API: Host the image and combine API Integration to 

Build APIs that handle food recognition, calorie calculation, and nutritional data retrieval. 

Accuracy and Improvement: Model Evaluation: Regularly test the models on unseen images to evaluate the 

accuracy of food detection and calorie estimation. User Feedback Loop: Allow users to flag inaccurate calorie 

counts or food identification. Use this feedback to retrain and improve the models. Continual Learning: 

Implement a mechanism for the system to learn from user input or new food images over time to continuously 

improve the recognition accuracy. 

 
Fig 2. Home Page 
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Fig 3. Upload Image 

 
Fig 4. Recipe Image Analysis 

 
Fig 5. Live-Image Upload 

 
Fig 6. Live-Image Upload Analysis 
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Fig 7. Recipe ChatBot 

 
Fig 8. Recipe ChatBot Conversation 

 
Fig 9. Recipe ChatBot Recommendation 

 

VI. CONCLUSION 

NutriFit introduces a practical and user-friendly approach to integrating artificial intelligence into the everyday act 

of cooking and food exploration. Unlike traditional recipe platforms, NutriFit allows users to simply take or 

upload a photo of a dish and receive structured, detailed recipe information without needing to manually search or 

enter ingredients. This process is handled efficiently on the frontend using ReactJS, which manages image input 

and facilitates direct communication with AI-powered services. The use of the Gemini 1.5 model enables accurate 

identification of visible ingredients and estimation of nutritional values, streamlining what would otherwise be a 

time-consuming task. Alongside this, the conversational assistant—driven by Google’s Generative AI—offers a 

natural interface for users to ask questions, get clarification, and receive personalized suggestions based on 

ongoing interactions. 

The system’s architecture was intentionally kept modular, allowing for ease of maintenance and future 

improvements. Features such as optional account creation, secure data handling, and session-based memory 
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within the chatbot contribute to both user safety and experience personalization. From a design standpoint, 

NutriFit balances performance, usability, and privacy in a way that can be adapted to various dietary and cultural 

contexts. 

In summary, NutriFit demonstrates how AI can simplify food-related decision-making by turning a simple photo 

into meaningful, actionable information. As the system evolves, it holds potential not only as a smart kitchen 

companion but also as a foundation for research in personalized nutrition, food recognition, and AI-assisted health 

applications. 
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