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Abstract: Skin illnesses are a serious worldwide health issue, necessitating early and precise diagnosis to 

avoid dire consequences. Conventional approaches based on dermatological knowledge usually have 

drawbacks like subjectivity, unsatisfactory access, and heterogeneity in disease presentation. This 

necessitates using automated diagnostic equipment, especially Convolutional Neural Networks (CNNs), to 

classify skin illnesses. This review discusses the performance of CNN structures such as VGG16, VGG19, 

ResNet, DenseNet, and hybrid models on data sets like HAM10000 and ISIC. Measured through metrics 

such as accuracy, precision, recall, and F1-score, DenseNet emerged as uniformly better in performance 

with its sophisticated feature extraction ability. Hybrid models like CNN-LSTM and CNN-SVM also 

improved classification accuracy and generalization. Attention mechanisms, transfer learning, and data 

augmentation were essential in enhancing model robustness and handling class imbalances. Yet, challenges 

remain, such as the requirement of diverse datasets, real-world clinical validation, and improved 

interpretability of deep learning models. This review identifies the revolutionary potential of CNNs in 

dermatology, focusing on their role in creating efficient, accessible, and scalable diagnostic systems. By 

filling gaps in current research, such as dataset variety, real-time testing, and multimodal data fusion, 

further improvements can fine-tune these models for use in clinical practice. The conclusions of this study 

present a holistic basis for using robust CNN-based systems for accurate, early diagnosis of skin 

conditions, greatly enhancing patient outcomes and healthcare efficiency globally.. 
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I. INTRODUCTION 

Skin conditions are among the most common health conditions globally, crossing all age groups and populations. They 

vary from harmless conditions, such as keratosis, to risky conditions, such as melanoma, and have severe physical, 

psychological, and economic impacts. Early diagnosis is critical for the conditions to be adequately treated and 

controlled, most of the time determining the fate of patients. However, standard diagnostic methods by visual 

inspection and skilled dermatological analysis are fraught with challenges. These include subjectivity of diagnosis, 

disease heterogeneity of presentation, and access to trained dermatologists, particularly in resource-poor settings. These 

challenge the development of viable, scalable, and computerized diagnostic tools that will complement the traditional 

methods and bridge the healthcare gap. Advances in deep learning and artificial intelligence (AI) have revolutionized 

the field of medical diagnostics, with excellent prospects for automated detection and disease classification. 

Convolutional Neural Networks (CNNs) are one of the leading technologies for image-based diagnostic solutions. 

CNNs, designed to replicate the visual experience of the human brain, excel at recognizing features and patterns within 

images and hence are optimally suited for tasks in skin disease classification. Employing extensive collections of 
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labeled skin disease images, CNNs can be trained to identify various conditions with great precision and speed, and 

minimize manual interpretation to a large degree. 

Different CNN architectures, such as VGG16, VGG19, ResNet, and DenseNet, have been explored extensively for their 

skin disease classification performance. Each of them has varying strengths and compromises on complexity, feature 

extraction capability, and efficiency in computations. For instance, VGG16 and VGG19 are recognized for their 

simplicity and depth in the structures that enable effective hierarchical feature extraction. ResNet introduced residual 

connections, which addressed the vanishing gradient problem and allowed for deeper networks without performance 

degradation. DenseNet, on the other hand, employs dense connections that promote feature reuse and efficient gradient 

propagation, and is particularly well-suited for complex datasets. The availability of extensive, labeled datasets such as 

HAM10000 and the International Skin Imaging Collaboration (ISIC) dataset has been instrumental in advancing 

research in this field. These datasets provide diverse images showing various skin conditions, from benign lesions to 

malignant melanoma. Their diversity enables CNN models to generalize better between conditions, thus being more 

accurate in real diagnosis scenarios. Issues such as imbalance in classes, whereby certain classes of disease are 

underrepresented, and noise in the data, such as artifacts or irrelevant features, remain primary challenges. 

Several approaches have been explored in recent research to enhance the performance of CNNs in classifying skin 

disease. Transfer learning, under which pre-trained models are modified to be fine-tuned for specific datasets, has been 

discovered to be particularly beneficial in boosting model accuracy with reduced training time. Flipping, rotation, and 

scaling are typical data augmentation techniques employed to address class imbalance and diversity in training data. In 

addition, attention mechanisms have been integrated into CNN architectures to emphasize the most informative regions 

of an image, improving classification accuracy and interpretability. Other models that integrate CNNs with machine 

learning methods, e.g., Long Short-Term Memory networks (LSTMs) or Support Vector Machines (SVMs), have 

gained popularity. These models leverage the strengths of different strategies to achieve better generalization and 

robustness. For instance, CNN-SVM models utilize CNNs for feature extraction and SVMs for classification and take 

advantage of the dense feature space learned by CNNs and the rigid decision boundaries offered by SVMs. Similarly, 

CNN-LSTM models take the temporal analysis features, which might be particularly useful in longitudinal data or 

when imaging in sequence. 

Even with these advances, there are still challenges. The interpretability of deep learning models is still a pressing 

problem, especially in medical use cases where transparency is essential to establish clinicians' trust. Methods like 

Grad-CAM and SHAP are being investigated to give visual explanations of model predictions, facilitating the 

connection between AI systems and clinical practitioners. In addition, the heavy computational costs associated with 

sophisticated CNN models hinder their implementation in resource-constrained environments. Lightweight structures, 

specialized for edge and mobile devices, are designed to work around this limitation and facilitate greater accessibility. 

The adoption of automated diagnostics in the clinical environment has the possibility of revolutionizing dermatology. 

By delivering precise and effective initial evaluations, these devices can lighten the burden of dermatologists, improve 

diagnostic uniformity, and increase access to care in underprivileged areas. In addition, they can help track disease 

development and assess treatment effectiveness, leading to better patient outcomes. 

This research compares CNN models for skin disease classification, such as VGG16, VGG19, ResNet, and DenseNet. 

It seeks to determine the best-performing model for practical diagnostic use based on metrics like accuracy, precision, 

recall, and F1-score. The research also highlights the importance of state-of-the-art methods like transfer learning, 

attention mechanisms, and hybrid methods in addressing current challenges. By addressing some of these gaps in 

research areas like diversity of datasets, interpretability, and real-time testing, the study helps push forward the 

improvement of strong and scalable diagnostic skin disease systems. Using CNNs for dermatological diagnosis is an 

important step forward from conventional ways of diagnosis, which are too limited to meet the growing demand. With 

ongoing innovation and collaboration between dermatologists and researchers in AI, computerized systems for 

classifying skin diseases can potentially become essential assets in contemporary medicine, enhancing diagnosis 

accuracy, availability, and productivity. This paper advances the state-of-the-art AI-based dermatology and provides a 

basis for further evolution in this field. 
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II. REVIEW OF VARIOUS RECOGNITION TECHNIQUES 

Reviews of Recognition using CNN 

This study explores the use of CNNs in skin cancer classification using a dataset that includes various types of skin 

lesions. The CNN model successfully extracts hierarchical features with an accuracy of 88% on the test dataset. The 

research emphasizes the power of CNNs in medical imaging tasks, especially in handling intricate image patterns. It 

underscores the need for preprocessing methods for better model performance. The authors recognize dataset size and 

diversity limitations, emphasizing the requirement for more extensive, multi-institutional datasets to provide 

generalizability. In addition, the computational efficiency of the model needs to be optimized for real-time use. Future 

research targets investigating hybrid CNN architectures and incorporating interpretability tools to improve clinical 

usability[1]. 

This research compares several CNN architectures, such as DenseNet201, ResNet, and InceptionV3, for dermoscopic 

image classification. DenseNet201 had the best accuracy of 93.2%, demonstrating its best feature extraction and 

gradient flow. The dataset was more than 10,000 dermoscopy images from eight diagnostic classes. Data augmentation 

methods were used in the study to enhance generalization. Challenges noted are class imbalance and limited external 

validation in clinical environments. The authors recommend further optimizing DenseNet with attention mechanisms 

and increasing dataset diversity for resilience. Moreover, incorporating hybrid ensemble models was also suggested to 

improve prediction reliability. This study emphasizes the central role of CNNs in developing dermatological 

diagnostics, highlighting their potential in supporting early cancer detection[2]. 

This work integrates CNNs and transfer learning for classifying skin lesions using pre-trained AlexNet and VGG16 

models. The system was able to attain 90.2% accuracy through the use of feature extraction abilities from pre-trained 

networks that were fine-tuned for the HAM10000 dataset. Data augmentation was used to enhance generalization. The 

work highlights the importance of transfer learning in minimizing training time with high accuracy. Still, it identifies 

the limitations of model interpretability and dataset size with a need for larger, mixed datasets to help ensure real-world 

applicability. The authors suggest incorporating explainable AI tools and conducting clinical validations to improve the 

gap between AI-based systems and actual health care applications. Additional investigation on hybrid models is also 

recommended [3]. 

This research establishes a CNN-based classification system for pigmented skin lesions, resolving overlapping issues 

such as lesion features. The model was trained on a comprehensive dermoscopic data set with segmentation 

preprocessing to identify relevant areas. It recorded an F1-score of 89% in seven lesion classes, emphasizing feature-

specific CNN architectures' role in enhancing accuracy. It encountered challenges in coping with ambiguous boundary 

lesions, where future solutions of advanced segmentation and attention mechanisms have been suggested. Although the 

model showed robust performance, the authors recommend further tests on actual real-world clinical data. They further 

suggest combining hybrid methods, such as CNN-LSTM models, to capture temporal patterns in the progression of the 

disease and to enhance overall diagnosis accuracy[4]. 

This study compares DenseNet121 and MobileNetV2 to classify skin lesions on the ISIC dataset. DenseNet121 

performed better with an accuracy of 90.2% due to its reuse of features and adequate flow of gradients. MobileNetV2, 

although quicker and lean, was a little behind at 88.7%. The study highlights the performance vs. computational 

efficiency trade-off, citing the importance of optimizing CNNs for mobile usage. Data augmentation methods enhanced 

robustness against overfitting, and feature fusion boosted classification accuracy. Nevertheless, the study identifies 

difficulties in applying intricate models in limited-resource settings. Future research recommends investigating 

attention mechanisms and optimizing light-weight architectures to achieve a trade-off between performance and 

usability in real-world clinical environments, especially in low-resource settings[5]. 

This is a detailed review of CNN applications in skin cancer detection, reviewing architectures such as ResNet, 

DenseNet, and EfficientNet. The paper reviews the contribution of CNNs to hierarchical feature extraction and medical 

image analysis. DenseNet architectures were noted to have high classification accuracy, and EfficientNet demonstrated 

potential in finding a balance between performance and efficiency. Limitations include high resource consumption and 

insufficient diverse datasets, which hamper generalizability. The research highlights the significance of data 

augmentation and transfer learning to address these challenges. Optimizing CNNs for real-time use and integrating 
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interpretability tools such as Grad-CAM are future directions to improve clinician trust and usability in real-world 

applications [6]. 

The authors suggest using a hybrid model combining CNNs for spatial feature learning and LSTMs to detect temporal 

patterns. The ISIC dataset was used to train the model with 93.5% accuracy, compared favorably against using CNN 

alone as an architecture. The combination strategy resulted in improved recognition of minimal differences in lesions 

with progression. The data augmentation provided an added impetus to generalize. Limitations include the model's 

higher computational costs and larger datasets required to analyze temporal features appropriately. The research 

identifies the potential of spatial and temporal analysis integration in dermatological diagnosis, suggesting further 

hybrid architecture refinement and experimentation in real-world clinical pipelines to test scalability and robustness[7]. 

This work utilizes transfer learning with MobileNet in multiclass skin cancer classification. Through fine-tuning 

MobileNet with the HAM10000 dataset, the model attained a 92% accuracy, reinforcing the efficacy of lean 

architectures in medical imaging. Data augmentation methods were employed to combat class imbalance and enhance 

generalizability. The work showcases MobileNet's viability for mobile deployment due to its minimal computational 

complexity. However, restrictions are that more interpretability tools and clinical validation in the real world are 

required. Future research indicates incorporating attention mechanisms to highlight diagnostically informative areas and 

training the model on larger, varied datasets to enhance robustness and scalability in the clinical setting[8]. 

 

Transfer Learning 

This work investigates transfer learning with pre-trained InceptionV3 and ResNet50 CNN models for classifying skin 

lesions. With the HAM10000 dataset, the work attained 91% accuracy using ResNet50, which proves its higher feature 

extraction power. Data augmentation was used for generalization, and fine-tuning was utilized to adapt the models to 

the target domain. Challenges are the computational cost during training and the need for more data to enhance model 

performance. The research emphasizes the utility of transfer learning to achieve both training time reduction and high 

accuracy. Future work includes testing on clinical datasets and incorporating interpretability tools for increased trust in 

automated diagnostics [9]. 

This work compares transfer learning methods with CNNs, fine-tuning the VGG16 and ResNet50 models, for skin 

lesion classification. The models were trained on the ISIC dataset, with ResNet50 attaining an accuracy of 90.8%. 

Techniques for data augmentation, including rotation and flipping, were applied to handle class imbalance. The work 

highlights the need for transfer learning using pre-trained features to achieve better performance on small datasets. 

Limitations are the absence of external validation and the computational expense of deep architectures. Future research 

includes investigation into ensemble methods and light-weight architectures for deployment in low-resource 

contexts[10]. 

This research combines transfer learning and optimization methods for skin cancer diagnosis. Pre-trained ResNet50 was 

fine-tuned on a dermoscopic database with an accuracy of 94%. The Sparrow Search Algorithm optimized 

hyperparameters to enhance the performance of the model. Data augmentation was utilized to increase dataset diversity 

and avoid overfitting. Drawbacks involve the high computational cost of optimization methods and the necessity of 

external validation on clinical databases. The research recommends investigating other optimization algorithms and 

testing on larger, naturalistic datasets to increase generalizability. Future research involves incorporating explainability 

packages to enhance further the transparency of AI-based diagnostic tools[11]. 

This study applies transfer learning using DenseNet121 and data augmentation to classify skin diseases. Training the 

model using the ISIC dataset resulted in an accuracy rate of 92.5%. Data augmentation procedures like scaling and 

cropping enhanced generalization. The paper emphasizes DenseNet121's high capability in extracting intricate features 

and attaining high accuracy. Weaknesses involve the necessity of bigger datasets and external verification in clinical 

practice. Future research includes the integration of attention mechanisms and light-weight architectures to enhance 

efficiency and scalability. The study highlights the need to integrate transfer learning with strong data preprocessing 

methods for efficient skin disease diagnosis[12]. 

This work compares several transfer learning methods, such as DenseNet, InceptionV3, and ResNet, to classify skin 

lesions. DenseNet had the best accuracy of 93.2% due to its dense connectivity and efficient gradient flow. 
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Augmentation techniques of data enhance performance on minority classes. Limitations are the computational needs of 

deep models and clinical validation. The research highlights the promise of transfer learning for strengthening 

diagnostic performance and recommends investigating hybrid models and ensemble methods for future development. 

Furthermore, testing on heterogeneous, real-world datasets is recommended to increase robustness[13]. 

This research compares VGG16, VGG19, and ResNet50 with transfer learning for melanoma classification. ResNet50 

had the highest accuracy of 91.5%, followed by VGG19 at 89%. Data augmentation methods were utilized to enhance 

generalization. The research highlights ResNet50's capability to effectively deal with intricate features, thus being 

appropriate for medical image classification. The limitations are the requirement of more extensive and more diverse 

datasets and validation on real-world clinical data. The research recommends combining explainability techniques and 

light-weight architectures to make it more usable in real-world clinical scenarios. Optimizing models for mobile 

deployment and increasing datasets for better generalization is the future work[14]. 

This work proposes a multi-scale DenseNet architecture that utilizes transfer learning for feature extraction and 

sophisticated data augmentation methods to enhance generalization. With the HAM10000 dataset, the DenseNet model 

obtained a high accuracy of 95%, surpassing baseline models. Data augmentation techniques such as rotation, flipping, 

and contrast adjustment were used to counter class imbalance and increase robustness. The research emphasizes 

DenseNet's feature reuse and gradient flow as key to obtaining high performance. Drawbacks are computational 

complexity and a lack of real-world clinical trials. Future research targets optimizing the augmentation pipeline and 

hybrid methods for better scalability and interpretability[15]. 

 

Data Augmentation 

This study investigates the application of Generative Adversarial Networks (GANs) for data augmentation in skin 

disease classification. By creating synthetic images, GANs resolved class imbalance and enhanced classification 

accuracy by 4%. The research used the augmented dataset on a CNN model, with a total accuracy of 93%. The paper 

highlights the potential of GANs in producing high-quality, diverse training sets for underrepresented classes. 

Challenges involve preserving the quality and realism of generated images and clinical usability. The research proposes 

further optimization of GAN structures and testing on various CNN architectures. Future work combines GAN-

generated datasets with sophisticated hybrid models for better performance and reliability[16]. 

This research introduces sophisticated data augmentation methods in CNN-based skin illness classification for better 

generalization. Augmentation techniques such as scaling, cropping, and adding random noise were used on the 

HAM10000 dataset. The CNN model attained a 92% accuracy, which indicated better performance for imbalanced 

datasets. The paper emphasizes using data augmentation to handle class imbalance and overfitting. Challenges are 

related to computational costs and testing against external datasets. Upcoming work includes optimization of 

augmentation pipelines and investigation into hybrid methods, including mixing augmented data with transfer learning, 

to enhance diagnostic accuracy and scalability in a clinical setting[17]. 

This study uses mobile-based platforms to assess light CNN architectures, including MobileNet, with improved data 

augmentation pipelines for skin disease diagnosis. Applying techniques like flipping, rotation, and brightness 

modifications enhanced model robustness. An accuracy rate of 88% was achieved using the MobileNet model, making 

it applicable for deployment in low-resource environments. The study also identifies the balance between model 

performance and computational efficiency. Limitations are lower accuracy than heavier architectures, such as 

DenseNet. Future research targets improving lightweight architectures and incorporating attention mechanisms to 

enhance performance without adding computational complexity[18]. 

This current study employs a version of the VGG model, which is finely tuned for skin cancer detection with added 

advanced data augmentations that deliver enhanced performance. Random cropping, rotation, and contrast change were 

employed to counter the dataset limitations. The VGG model achieves 91% accuracy on the ISIC dataset and better 

generalization and robustness. Shortcomings include high computational complexity and limited clinical testing. The 

study suggests introducing attention mechanisms to focus on the relevant parts of the image and hybrid models to trade 

off between accuracy and computation. Future research includes testing the model with more varied data for enhanced 

scalability [19]. 
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Authors present an attention-based DenseNet classification model for skin disease, incorporating state-of-the-art data 

augmentation to enhance the robustness of the model. Scaling, flipping, and color augmenting improved model 

generalizability across conditions. The DenseNet model achieved a 94% accuracy, surpassing baseline models. 

Attention allows for focusing on diagnostically important regions to enhance interpretability. Limitations are 

computational cost and lack of external validation within clinical environments. The study emphasizes the importance 

of attention mechanisms and augmentation pipelines for better diagnostic performance. Future studies aim to design 

hybrid architectures for scalability and practical use [20]. 

This study compares CNNs for detecting skin cancer through state-of-the-art data augmentation and preprocessing 

strategies. The database was augmented using rotation, zoom, and flipping techniques to deal with the problem of class 

imbalance and increased robustness. The proposed model based on CNN reached 91.8% accuracy, representing better 

performance against underrepresented classes. Disadvantages include untested clinical value and a hefty computational 

load required for training. The research recommends further investigating ensemble methods and hybrid models to 

enhance diagnostic accuracy. Future avenues include experimenting with augmented datasets using transfer learning 

and attention mechanisms to perform optimally in actual scenarios[21]. 

This research explores the effect of data augmentation on early skin cancer classification with CNNs. Flipping, 

cropping, and brightness adjustments were among the methods used for data augmentation on a dermoscopic image 

dataset. The CNN model recorded a 90% accuracy, confirming the effectiveness of augmentation in enhancing model 

robustness. The work underscores the need for preprocessing when dealing with noisy data and imbalanced classes. 

Challenges are the model's dependence on good-quality input images and limited external validation. The research 

suggests adding hybrid methods, like CNN-SVM, and testing on heterogeneous datasets for better generalization and 

scalability[22]. 

This paper investigates enhanced data augmentation methods for skin lesion classification, emphasizing minority 

disease classes. The research employs sophisticated techniques, such as synthetic data generation, random rotations, and 

brightness changes, to augment the training set. The augmented dataset enhanced the accuracy of the CNN model to 

92.5%. The research indicates the significance of augmentation in mitigating class imbalance and enhancing diagnostic 

performance. Limitations are the computational expense of augmentation pipelines and the absence of real-world 

evaluation. Future research includes optimizing augmentation methods and combining GANs to produce high-quality 

synthetic images for improved performance[23]. 

This study uses massive data augmentation to assess a modified InceptionV4 model for imbalanced skin cancer 

classification. Flipping, rotation, and scaling enhanced model performance, reaching 91% accuracy. The research points 

to the model's capability to cope with class imbalance and noisy data. Limitations are computational demand and 

clinical validation. The authors suggest including attention mechanisms and a lightweight architecture to enhance 

scalability. Future research includes validating the model against real-world datasets and investigating ensemble 

methods to increase robustness and accuracy for deployment in healthcare systems [24]. 

This paper presents an adapted InceptionV4 model to overcome class imbalance during skin disease classification. 

Random flipping, rotation, and cropping were used extensively for data augmentation to provide better generalization 

and dataset diversification. The model achieved an accuracy of 91% in the ISIC dataset, better than several baseline 

models. The work highlights the application of data augmentation to mitigate the difficulties caused by the 

underrepresented classes of medical datasets. High computational needs and a lack of validation in real-world clinical 

settings present limitations. Future work involves optimizing the model's computational cost, integrating explainable AI 

tools, and testing the model's performance on more extensive, varied, and real-world clinical datasets [25]. 

 

III. SUMMARY OF SYSTEMATIC REVIEW 

This paper attempts to analyze and compare the different methodologies employed in skin disease identification using 

Convolutional Neural Networks (CNNs). From benign lesions to melanomas, skin diseases are the biggest challenges 

for the medical profession due to their complex visual presentation and potential misdiagnosis. Using CNNs, transfer 

learning, and data augmentation techniques has made skin disease classification more effective with improved 

accuracy, stability, and scalability compared to current conventional diagnostic methods. These techniques use large 



I J A R S C T    

    

 

               International Journal of Advanced Research in Science, Communication and Technology  

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 7, April 2025 

 Copyright to IJARSCT         DOI: 10.48175/IJARSCT-25416  92 

    www.ijarsct.co.in  

 
 

ISSN: 2581-9429 Impact Factor: 7.67 

 
datasets such as HAM10000 and ISIC to train deep neural networks that can capture complex features and differentiate 

between diverse skin conditions. The systematic review classifies the methodologies into CNN-based, transfer learning, 

and data augmentation methods, encapsulating the significant findings, limitations, and future research directions. The 

concise summary of the reviewed papers is provided in Table I 

Table: Systematic Review 

Sr. 

No. 

Author(s) Title of the 

Project 

Methodology Key Findings Published 

Year 

Technical Aspect 

1 S. Dorj, et 

al. 

Skin Cancer 

Classification 

Using CNN 

Developed a 

CNN for 

feature 

extraction and 

classification. 

CNN achieved 

88% accuracy 

for skin cancer 

classification. 

2018 Skin cancer diagnosis 

2 A. 

Rezvantalab, 

et al. 

Dermatologist 

Level 

Dermoscopy 

Skin Cancer 

Classification 

Evaluated 

multiple CNN 

architectures, 

including 

DenseNet and 

ResNet. 

DenseNet201 

achieved the 

highest 

accuracy of 

93.2%. 

2018 Dermoscopic image 

classification 

3 K. M. 

Hosny, et al. 

Skin Cancer 

Classification 

Using Deep 

Learning and 

Transfer 

Learning 

Leveraged 

pre-trained 

models with 

fine-tuning. 

Achieved 

90.2% 

accuracy using 

transfer 

learning with 

VGG16. 

2018 Skin lesion 

classification 

4 S. Jinnai, et 

al. 

Skin Cancer 

Classification 

System for 

Pigmented 

Skin Lesions 

Preprocessed 

images with 

segmentation 

and trained a 

CNN. 

Achieved an 

F1-score of 

89% for 

pigmented 

lesion 

classification. 

2020 Lesion classification 

5 G. Zamboni, 

et al. 

Automated 

Skin Lesion 

Detection and 

Classification 

Compared 

DenseNet121 

and 

MobileNetV2 

for feature 

extraction. 

DenseNet121 

achieved 

90.2% 

accuracy, 

outperforming 

MobileNetV2. 

2021 Skin lesion detection 

6 M. Naqvi, et 

al. 

Comprehensive 

Review of 

CNN 

Applications in 

Skin Cancer 

Detection 

Analyzed 

CNN 

architectures 

for medical 

imaging. 

Highlights 

DenseNet’s 

effectiveness 

and challenges 

with high 

resource 

demands. 

2023 Skin cancer detection 

7 L. S. and M. 

S. 

Hybrid CNN-

LSTM for Skin 

Lesion 

Classification 

Combined 

CNNs for 

spatial and 

temporal 

The hybrid 

CNN-LSTM 

achieved 

93.5% 

2022 Skin disease 

classification 
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feature 

extraction. 

accuracy. 

8 R. Sarkar, et 

al. 

Comparative 

Analysis of 

Skin Disease 

Models 

Evaluated 

ConvNeXt, 

ResNet50, and 

DenseNet121 

architectures. 

DenseNet121 

outperformed 

others with 

higher 

accuracy and 

F1-score. 

2024 Skin lesion 

classification 

9 A. 

Chaturvedi, 

et al. 

Skin Lesion 

Analysis Using 

MobileNet 

Applied 

transfer 

learning with 

MobileNet on 

HAM10000 

dataset. 

MobileNet 

achieved 92% 

accuracy with 

lightweight 

computation. 

2020 Mobile-based 

classification 

10 M. Chen, et 

al. 

Transfer 

Learning for 

Skin Cancer 

Classification 

Used 

ResNet50 with 

fine-tuning 

and data 

augmentation. 

ResNet50 

achieved an 

accuracy of 

91%. 

2020 Deep learning-based 

classification 

11 S. 

Mohapatra, 

et al. 

Skin Cancer 

Detection 

Using Transfer 

Learning 

Trained 

VGG16 and 

ResNet50 

using the 

HAM10000 

dataset. 

ResNet50 

achieved 

90.8% 

accuracy. 

2021 Skin lesion detection 

12 H. Balaha, 

et al. 

Optimized 

Transfer 

Learning for 

Skin Cancer 

Fine-tuned 

ResNet50 and 

optimized 

with Sparrow 

Search 

Algorithm. 

Achieved 94% 

accuracy. 

2023 Optimized skin 

cancer detection 

13 M. Sharma, 

et al. 

Data 

Augmentation 

and Transfer 

Learning for 

Skin Diseases 

Integrated 

DenseNet121 

with data 

augmentation 

techniques. 

DenseNet121 

achieved 

92.5% 

accuracy. 

2023 Skin disease 

classification 

14 F. Wang, et 

al. 

Multi-Scale 

DenseNet for 

Skin Diseases 

Developed 

multi-scale 

DenseNet with 

advanced 

augmentation. 

Achieved 95% 

accuracy. 

2023 Skin disease 

diagnosis 

15 A. Patel, et 

al. 

GAN-

Augmented 

Skin Disease 

Classification 

Used GANs to 

generate 

synthetic data 

to address 

class 

imbalance. 

Improved 

classification 

accuracy by 

4%. 

2022 Data augmentation 

for classification 
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16 D. Kumar, 

et al. 

Explainable AI 

for Skin 

Disease 

Classification 

Integrated 

Grad-CAM 

with CNNs for 

better 

explainability. 

Achieved 92% 

accuracy. 

2023 Explainable AI for 

diagnostics 

17 B. Liu, et al. Lightweight 

CNNs for 

Mobile Skin 

Diagnosis 

Optimized 

MobileNet 

with enhanced 

data 

augmentation. 

Achieved 88% 

accuracy on 

mobile-based 

systems. 

2023 Mobile-compatible 

diagnosis 

18 H. 

Tabrizchi, et 

al. 

Improved 

VGG Model 

for Skin 

Cancer 

Detection 

Fine-tuned 

VGG model 

with advanced 

data 

augmentation 

techniques. 

Achieved 91% 

accuracy. 

2023 Skin cancer detection 

19 P. Sharma, 

et al. 

Attention-

Based 

DenseNet for 

Skin Diseases 

Incorporated 

attention 

mechanisms in 

DenseNet with 

augmentation. 

Achieved 94% 

accuracy. 

2022 Attention-enhanced 

diagnostics 

20 S. Dascalu, 

et al. 

Skin Cancer 

Detection with 

Advanced 

Augmentation 

Applied 

random 

rotation, 

zoom, and 

flipping for 

augmentation. 

Improved 

model accuracy 

to 91.8%. 

2019 Data-augmented 

diagnostics 

21 R. Singh, et 

al. 

Impact of 

Augmentation 

on Skin Cancer 

Classification 

Used CNNs 

with advanced 

augmentation 

methods. 

Achieved 90% 

accuracy. 

2021 Augmentation-

focused diagnostics 

22 J. Zhang, et 

al. 

Enhanced 

Augmentation 

for Skin Lesion 

Recognition 

Applied 

synthetic data 

generation and 

brightness 

variation. 

Improved 

accuracy to 

92.5%. 

2023 Synthetic data 

enhancement 

23 T. Emara, et 

al. 

Modified 

InceptionV4 

for Skin 

Cancer 

Detection 

Integrated 

extensive 

augmentation 

with a 

modified 

InceptionV4. 

Achieved 91% 

accuracy. 

2023 Optimized lesion 

classification 

24 A. Elhoseny, 

et al. 

Deep 

Learning-

Based Skin 

Disease 

Diagnosis 

Combined 

EfficientNet 

with data 

augmentation. 

EfficientNet 

achieved an 

accuracy of 

93%. 

2022 Skin disease 

classification 
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25 G. Zamboni, 

et al. 

Real-Time 

Skin Lesion 

Detection 

Leveraged 

MobileNetV2 

for real-time 

deployment. 

Achieved 87% 

accuracy with 

low 

computational 

requirements. 

2023 Real-time diagnostics 

The performance of different algorithms reviewed in this paper is presented in Fig. 1. 

 
Figure 1: Comparison of Methods for Skin Disease Recognition 

Fig.1 illustrates a comparative analysis of skin disease recognition performance across three methodological categories: 

CNN-based, transfer learning-based, and models enhanced by data augmentation techniques. DenseNet demonstrates 

the highest accuracy (93.2%) among CNN-based approaches, outperforming ResNet50 (91%) and MobileNet (88%). In 

the transfer learning category, fine-tuned ResNet50 achieves the best performance (94%), followed by DenseNet121 

(92.5%) and MobileNet (92%), emphasizing the efficacy of leveraging pre-trained networks. After data augmentation, 

models incorporating advanced techniques like GANs and attention mechanisms with DenseNet reach a peak accuracy 

of 94%, showcasing the significant improvement that augmentation strategies bring to model robustness. Overall, 

augmentation and transfer learning significantly enhance accuracy compared to standalone CNNs, underscoring their 

importance in medical imaging tasks. 

 

IV. RESEARCH GAP 

Notwithstanding great strides in recognizing skin disease through Convolutional Neural Networks (CNNs), some 

research gaps constrain their complete clinical utilization. These include problems with dataset diversity, class 

imbalance, insufficient real-world validation, and interpretability of the models. The computational overhead of deep 

learning models is also a limitation for deployment in low-resource environments. Integrating multimodal data, taking 

advantage of attention mechanisms, and resolving ethical issues are essential for enhancing the reliability and 

scalability of AI-based dermatological diagnosis. Bridging these gaps will improve CNN-based skin disease recognition 

systems in real-world clinical practice regarding accuracy, usability, and acceptability. 

Dataset Diversity and Generalization: Most CNN models for skin disease identification are trained on publicly released 

datasets like HAM10000 and ISIC. Yet, these datasets might not capture the diversity of real-world skin diseases, 

which differ by ethnicity, age groups, and geographic locations. Secondly, such datasets tend to miss real-world 

variability in lighting, image quality, and disease presentation, and CNN models may struggle to generalize in clinical 

settings. Increasing dataset diversity and the inclusion of real-world clinical data are essential steps toward enhancing 

model robustness. 

Class Imbalance and Rare Disease Classification: Most available datasets have an imbalanced distribution of disease 

categories, where frequent skin conditions are represented with more images while the rare diseases are 

underrepresented. Such class imbalance may result in biased models that can classify frequent conditions with high 

accuracy but fail for rare and difficult cases. Deep data augmentation, GAN-generated synthetic images, and weighted 
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loss functions can contribute to enhanced classification accuracy on minor classes. Still, further study is required for 

establishing effective solutions to class imbalance in skin diseases databases. 

Real-World Clinical Validation : While CNN-based algorithms have shown exceptional performance in carefully 

controlled experimental setups, their actual real-world clinical applicability has been mostly unstudied. The majority of 

the studies have been training and testing the models on publicly available datasets but not measuring performance in 

real-world clinical settings. In order to provide reliable evidence, models must be tested on multi-institutional and real-

world patient data, where model performance can vary due to various imaging devices, disease presentation, and 

physician interpretations. Closing this gap involves interplay among AI researchers and health care institutions for the 

implementation of large-scale clinical trials. 

Model Interpretability and Explainability: One of the biggest challenges in using CNN models in healthcare is that they 

are not very interpretable. Deep learning models are "black boxes," and it is hard for dermatologists to know why a 

model made a particular prediction. Without interpretability, medical experts might be reluctant to rely on AI-based 

diagnosis. Explainability methods like Gradient-weighted Class Activation Mapping (Grad-CAM) and SHapley 

Additive exPlanations (SHAP) can shed light on the decision-making process of CNN models. More research is, 

however, required to incorporate these methods into AI-based diagnostic systems to make them acceptable in a clinical 

setting. 

Computational Complexity and Deployment Challenges: CNN architectures like DenseNet and ResNet are highly 

accurate but have high computational costs. These deep models need high levels of processing power, which restricts 

their use in real-time applications, particularly on edge and mobile devices utilized in resource-limited healthcare 

environments. To overcome this, the light weight architectures like MobileNet and EfficientNet need to be optimized to 

keep accuracy up while decreasing the demands on computation. Compressing deep models, employing quantization 

methods, and implementing hardware-friendly codebase should be explored further 

 

V. DISCUSSION 

The literature reviewed identifies the recent progress in skin disease identification with Convolutional Neural Networks 

(CNNs), transfer learning, and data augmentation. These methods have shown impressive accuracy, robustness, and 

scalability improvements over conventional methods. CNNs with models like VGG16, DenseNet, and ResNet have 

been extensively used for their ability to learn deep hierarchical features from medical images. DenseNet has been 

among the best performers in the majority of studies, achieving high accuracy due to its efficient feature reuse and 

gradient flow characteristics. However, its usability is limited in real-time settings by factors like high computation 

needs and high resource usage. 

Transfer learning helped fill data shortages by employing pre-trained models such as MobileNet, InceptionV3, and 

ResNet. The practice is time-consuming in training yet improves performance significantly, particularly while dealing 

with tiny, specialized data sets such as HAM10000 and ISIC. MobileNet and such lighter models possess promise for 

cellular and low-capacity environments despite having slightly worse accuracy than bulkier models. Data augmentation 

techniques like flipping, rotation, and the creation of synthetic images using GANs have addressed class imbalances 

and enhanced model robustness. Augmentation is particularly useful for underrepresented classes in datasets, enabling 

models to generalize effectively in clinical settings. 

Despite these advances, there are still problems. These studies often draw from publicly available datasets that don't 

have the diversity of a real-world clinical practice. There is also not much interpretability of CNNs and lack of clinical 

validation to avoid misuse in medicine. There are several avenues that future studies must pursue to address these 

limitations, including making AI models interpretable, introducing attention mechanisms, and validation across diverse, 

real-world datasets. This confluence of technology has huge scope to revolutionize dermatology in terms of accessible, 

accurate and affordable diagnostic devices that can contribute to better health outcomes and enhance the efficiency of 

healthcare professionals. 
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VI. CONCLUSION 

Employment of Convolutional Neural Networks (CNNs), transfer learning, and data augmentation in the identification 

of skin disease has revolutionized diagnostic strategies with a great leap from the traditional manual procedure. This 

review highlights how such techniques have been employed to identify and classify skin diseases with extreme 

efficiency and precision. With the help of CNN power, it has been shown that one can get complex features from 

medical images and classily classify complex skin diseases with reliability. High-performing architectures like VGG16, 

ResNet, and DenseNet have repeatedly offered good-performing metrics and therefore are a rockstar in this field. 

DenseNet, by virtue of its innovative use of dense connections to enhance gradient flow and feature reuse, is 

particularly noteworthy. This architecture has exhibited exceptional accuracy levels, at times exceeding 90%, on 

standard datasets like HAM10000 and ISIC. However, the computational load of such deep architectures poses an 

obstacle to real-time applications, particularly in low-resource environments. 

Transfer learning is now a wonderful means to assist in overcoming the shortcomings caused by smaller data sets. 

Already fine-tuned pre-trained networks such as MobileNet, InceptionV3, and ResNet50 are available to support 

specific data sets in a manner that reduces the training time required and computational complexity but provides high 

accuracy. Light model structures such as MobileNet have proved to be effective for incorporation in mobile devices and 

edge devices to form new platforms for real-time diagnosis. However, their reduced accuracy at the cost of heavier 

structures points out the tradeoff between performance and computational burden. Data augmentation techniques have 

also been critical in enhancing skin disease identification. Methods such as flipping, rotation, and artificial data 

generation with Generative Adversarial Networks (GANs) have successfully addressed class imbalances and improved 

model robustness. Such methods enable models to generalize well across different datasets, particularly for minority 

classes. GANs, in particular, have been successful in generating realistic synthetic images, improving the accuracy of 

the rare skin condition. 

Despite these advances, there are also some challenges remaining. Most of the studies make use of public datasets, 

which may not entirely capture the heterogeneity of real clinical data. This limits the models' use in real clinical 

settings. Secondly, the lack of interpretability of deep learning models is one of the largest obstacles to the adoption of 

the models in clinical workflows, where transparency and trust are critical. Explainable AI techniques such as Grad-

CAM and SHAP are important in bridging this gap, making it possible for clinicians to understand and trust model 

predictions. Introducing these models into practice is another main challenge. While several models have great 

performance with high accuracy in an isolated setup, their real-world performance is still uncharted territory. Problems 

such as variations in image quality, illumination, and heterogeneous patient populations must be solved to make these 

systems reliable. Regulatory approvals and ethical considerations of AI application in healthcare must also be addressed 

to facilitate its mass adoption. 

Subsequent work should correct such deficiencies through learning interpretable, robust models that are compared 

against diverse, realistic test datasets. Addition with attention mechanisms capable of focusing on diagnostically 

significant regions within images can assist both performance and explainability. Hybrids between CNNs and other 

techniques such as LSTM networks or Support Vector Machines (SVMs) offer promising directions for obtaining 

improved performance. 

The use of CNNs, transfer learning, and data augmentation techniques can transform dermatology. These technologies 

provide scalable, accurate, and efficient tools for the diagnosis of skin conditions, addressing fundamental bottlenecks 

in healthcare access and efficiency. By overcoming existing limitations, such as interpretability and clinical validation, 

these advances can enable a new generation of diagnostics based on AI, ultimately improving patient outcomes and 

optimizing healthcare delivery worldwide. 
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