
IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 4, Issue 3, October 2024 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-19981   542 

www.ijarsct.co.in  

Impact Factor: 7.53 

Kidney Disease Classification 
Mohammad Faizan Maniyar1, Yash Nagtode2, Bhalchandra Patil3, Girish Patil4 

Students, Artificial Intelligence, GH. Raisoni College of Engineering and Management, Pune, India1,2,3 

Professor, Artificial Intelligence, GH. Raisoni College of Engineering and Management, Pune, India4 

  

 

Abstract: Kidney diseases, such as tumors, cysts, and stones, are serious health conditions that affect 

millions globally. Medical imaging, particularly Computed-Tomography (CT) scans, plays an important 

role in diagnosing these conditions.  

Although, manual analysis of CT images by radiologist can be tiresome, fallible, and affected by human 

variability. This paper introduces a deep learning approach that employs Convolutional Neural Networks 

(CNN) for the automated classification of kidney CT scan images into four distinct categories : normal, 

cysts, tumors, and stones. The system is designed to boost diagnostic accuracy, reduce human error, and 

expedite clinical decision making. Through data preprocessing, CNN architecture design, training, and 

evaluation, the proposed model achieved a classification accuracy of 92%.  

This study highlights the significance of CNNs in medical image analysis anddtheir implicit for real- time 

deployment in clinical surroundings. Additionally, we compare our CNN-based approach with other 

advanced architectures like Vision Transformers, demonstrating CNNs' robustness and efficiency in this 

domain. 
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I. INTRODUCTION 

Understanding the Problem  

The kidneys are essential for filtering blood and regulating the body's fluid balance, but conditions such as tumors, 

cysts, and stones can significantly impact their function. Chronic kidney disease affects around 10% of adult globally, 

posing serious health risks. While Computed Tomography (CT) scans are commonly used to diagnose these conditions, 

manual interpretation can be slow, prone to human error, and subject to diagnostic variability. To address these 

limitations, Artificial Intelligence and Machine Learning technique, especially Convolutionol Neural-Networks 

(CNNs), have become effective tools in medical image analysis. CNNs excel at image classification tasks and offer 

great potential for automating the analysis of kidney CT images. This paper presents a deep learning-based system 

using CNNs to classify kidney CT images into four categories: normal, cysts, tumors, and stones, with the goal of 

improving diagnostic accuracy and efficiency for radiologists. 

 

Role of Convolutionol Neural Networks 

CNN is deep learning architecture, created specially for the process of image data. They are particularly suited to object 

recognition, image classification, and segmentation tasks. Grounded on the idea of brain excrescence discovery, CNN 

can learn patterns and features in MRI images that indicate the presence of a excrescence. 

System Architecture: An abstracted view of the usual steps involved in automatic kidney tumor detection using CNN 

would look something like this: 

 

Data Preprocessing 

 Image Acquisition: A sufficient amount of data is gathered comprising CT Scan images of kidney that include 

both tumorous and non-tumorous cases. 

 Image Augmentation: Rotation, flipping, and scaling techniques may be used to increase data diversity for 

improving generalization. 
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 Normalization: The images' pixel values were scaled to fall within the range of [0, 1], which helped speed up 

the convergence during model training. 

 

CNN Architecture Design: 

 Convolutional. Layers: These layers use filters on the input image to generate feature maps, capturing various 

details like edges and textures. 

 Pooling Layer: Reduce the dimensionality while retaining the important information from feature- maps. 

 Fully Connected Layers: It combines the extracted features and classifies the input as either tumorous or 

nontumorous 

 

Training:  

 Loss Function: This is cross-entropy loss, a method frequently used for multi-class classification tasks. 

 Optimization: Adam optimizer adjusts the learning rate dynamically for faster convergence. 

 Batch Size: 32 images per batch, ensuring efficient use of memory during training. 

 Epochs and Batches: Employed CNN training in more than one epoch by means of a batch or number of 

batches to maintain efficiency. 

 

Evaluation:  

 Test Set: The test set consisted of 500 CT images (20% of the total dataset) not seen by the model during 

training. 

 Metrics: The CNN model got 92.01% accuracy, with 90.02% precision and 91% recall. The F1 Score was 

90.5%, showing balanced and reliable performance. 

With great design in the architecture of CNNs and addressing all these challenges, tumor detection in the brain could be 

done using an automated system for the medical prognosis and thus improving the outcomes of patients. 

 

II. LITERATURE REVIEW 

Deep learning has made major strides in medical imaging, with Convolutional Neural Networks (CNNs) and Vision 

Transformers being two of the most prominent technologies driving these advancements. CNNs, in particular, have 

been widely adopted due to their proficiency in image classification and CNNs can automatically identify and learn 

detailed features from medical images. Peyrard et al. (2023) conducted a study comparing Multi-Layer Perceptrons 

(MLPs) and CNNs for various image classification tasks. Their findings highlighted that while MLPs have some 

benefits, CNNs outperform them when it comes to handling complex image features, especially in tasks that require 

deep layers of image analysis. This makes CNNs an ideal choice for medical imaging, where the data involves intricate 

structures and patterns, such as kidney images from CT scans. 

Vision Transformers have also gained attention for their innovative approach to processing visual data, and Subedi et 

al. (2023) applied this technology to classify kidney CT images, yielding promising results. Vision Transformers treat 

images as sequences and use self-attention mechanisms to process different patches of the image. While the results 

were impressive, CNNs continue to be favored in medical applications due to their proven efficiency in managing large 

datasets and their ability to extract hierarchical features—an essential requirement for detailed medical image analysis. 

CNNs can effectively capture both global and local image features, making them particularly valuable in the diagnosis 

and classification of kidney conditions such as tumors, cysts, and stones. 

In addition to this, transfer learning techniques have further enhanced the capabilities of CNN models in medical 

imaging. Islam et al. (2022) explored the use of transfer learning with pre-trained CNN models like ResNet and VGG 

for classifying kidney abnormalities such as cysts, tumors, and stones. Their research demonstrated that even with 

minimal training data, these pre-trained models achieved excellent results, thereby underscoring the versatility and 

power of CNNs in resource-constrained environments. While Vision Transformers are gaining traction, CNNs remain a 

reliable and efficient tool for medical image analysis, offering high accuracy, scalability, and adaptability for a variety 

of healthcare applications. 
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Any methodology involving the use of a CNN to detect a

highlighted below: 

To classify kidney diseases using CT images and CNN, we followed a step

and preparing the data. First, we collected CT images showing 

cysts, tumors, and stones. These images were then preprocessed by adjusting their size, enhancing contrast, and 

normalizing pixel values to ensure consistency. This preprocessing helps the model focus 

this, we splited the data into two sets training and testing to help build and evaluate the model effectively.

Next, we designed the CNN model specifically for classifying kidney diseases. We experimented with key settings like

learn-ing rate, number of layers, and batch size to get the best results. As the model was trained using the training data, 

its performance was been tracked using the validation set. 

generalize to new, unseen data, we used approach

After training, the model's correctness was measured by the test set. We calculated key performance

precision, recall, F1-score, and overall correctnes

We also compared the CNN’s performance to other advanced models like Vision Transformers to confirm the robustness 

of our approach. 

Once we achieved strong results, we integrated the 

This tool can be used in real-time to assist in diagnosing kidney conditions. By gathering ongoing feedback from medical 

professionals, the model is continuously refined to ensure it 

effort between AI developers and medical experts ensures that the model remains helpful and relevant in clinical settings.

     

CNN Architecture: 

The model structure used for kidney tumor detection is a convolutional neural network (CNN) built 

images into four groups: normal, cyst, tumor, and stone

and increasing to 128 filters to capture image features effectively. Each convolutional layer is succeeded by a ReLU 

activation function, batch normalization, and max pooling to extract prominent features and reduce dimensionality.

The network’s fully connected layers learn complex patter

the four classes. The combination of dropout layers helps reduce overfitting, improving the model’s generalization 

capability. 
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III. METHODOLOGY 

Any methodology involving the use of a CNN to detect a kidney disease would involve a few major steps, which are 

To classify kidney diseases using CT images and CNN, we followed a step-by-step approach that begins with gathering 

and preparing the data. First, we collected CT images showing different kidney conditions, including normal kidneys, 

cysts, tumors, and stones. These images were then preprocessed by adjusting their size, enhancing contrast, and 

normalizing pixel values to ensure consistency. This preprocessing helps the model focus on important features. After 

this, we splited the data into two sets training and testing to help build and evaluate the model effectively.

Next, we designed the CNN model specifically for classifying kidney diseases. We experimented with key settings like

ing rate, number of layers, and batch size to get the best results. As the model was trained using the training data, 

its performance was been tracked using the validation set. To reduce overfitting and improve the model's capacity to 

approaches like data augmentation and dropout during training.

was measured by the test set. We calculated key performance

correctness to see how well the model was identifying different kidney conditions. 

We also compared the CNN’s performance to other advanced models like Vision Transformers to confirm the robustness 

Once we achieved strong results, we integrated the trained model into a user-friendly tool for clinicians and radiologists. 

time to assist in diagnosing kidney conditions. By gathering ongoing feedback from medical 

professionals, the model is continuously refined to ensure it stays accurate and effective over time. This collaborative 

effort between AI developers and medical experts ensures that the model remains helpful and relevant in clinical settings.

 
Fig.1. samples of kidney Images 

  

ure used for kidney tumor detection is a convolutional neural network (CNN) built 

images into four groups: normal, cyst, tumor, and stone. It includes several convolutional layers, starting with 32 filters 

capture image features effectively. Each convolutional layer is succeeded by a ReLU 

activation function, batch normalization, and max pooling to extract prominent features and reduce dimensionality.

The network’s fully connected layers learn complex patterns, with the final softmax layer categorizing the images into 

the four classes. The combination of dropout layers helps reduce overfitting, improving the model’s generalization 

ISSN (Online) 2581-9429 

  

Technology (IJARSCT) 

Multidisciplinary Online Journal 

 544 

kidney disease would involve a few major steps, which are 

step approach that begins with gathering 

different kidney conditions, including normal kidneys, 

cysts, tumors, and stones. These images were then preprocessed by adjusting their size, enhancing contrast, and 

on important features. After 

this, we splited the data into two sets training and testing to help build and evaluate the model effectively. 

Next, we designed the CNN model specifically for classifying kidney diseases. We experimented with key settings like 

ing rate, number of layers, and batch size to get the best results. As the model was trained using the training data, 

To reduce overfitting and improve the model's capacity to 

es like data augmentation and dropout during training. 

was measured by the test set. We calculated key performance-metrics include 

to see how well the model was identifying different kidney conditions. 

We also compared the CNN’s performance to other advanced models like Vision Transformers to confirm the robustness 

friendly tool for clinicians and radiologists. 

time to assist in diagnosing kidney conditions. By gathering ongoing feedback from medical 

stays accurate and effective over time. This collaborative 

effort between AI developers and medical experts ensures that the model remains helpful and relevant in clinical settings. 

ure used for kidney tumor detection is a convolutional neural network (CNN) built to categorize CT 

. It includes several convolutional layers, starting with 32 filters 

capture image features effectively. Each convolutional layer is succeeded by a ReLU 

activation function, batch normalization, and max pooling to extract prominent features and reduce dimensionality. 

ns, with the final softmax layer categorizing the images into 

the four classes. The combination of dropout layers helps reduce overfitting, improving the model’s generalization 
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This CNN design ensures effective feature extraction while maintain

medical applications like kidney tumor detection.

 
where 

C(h, d): Indicates the output of the convolutional layer at the specified position (h, d).

k: Denotes the kernel used in the convolution operati

f: Represents the input image or feature map. 

(k * f)(h, d): Denotes the convolution process between the kernel and the input image at 

The convolution operation consists of moving the kernel across 

corresponding input image values, and summing up the results to generate the output feature map at position (h

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Convolutional Neural Network Architecture

   Fig. 3. Convolution performed on a 5x5 image with a 3x3 kernel.

 

Using machine learning, particularly deep learning models such as Convolutional Neural Networks, has greatly 

improved how we analyze medical images. In this study, CNNs were applied to kidney CT scans to classify them into 
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This CNN design ensures effective feature extraction while maintaining computational efficiency, making it suitable for 

medical applications like kidney tumor detection. 

 

C(h, d): Indicates the output of the convolutional layer at the specified position (h, d). 

k: Denotes the kernel used in the convolution operation. 

f: Represents the input image or feature map.  

(k * f)(h, d): Denotes the convolution process between the kernel and the input image at the specified position

The convolution operation consists of moving the kernel across the input image, multiplying the kernel values with the 

corresponding input image values, and summing up the results to generate the output feature map at position (h

Fig.2. Convolutional Neural Network Architecture 

 
Convolution performed on a 5x5 image with a 3x3 kernel. 

 
Fig.4. Relu 

 
Fig.5. Drop Out Layer 

IV. CONCLUSION 

Using machine learning, particularly deep learning models such as Convolutional Neural Networks, has greatly 

s. In this study, CNNs were applied to kidney CT scans to classify them into 
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ing computational efficiency, making it suitable for 

the specified position(h, d).  

the input image, multiplying the kernel values with the 

corresponding input image values, and summing up the results to generate the output feature map at position (h-i, d-j).  

Using machine learning, particularly deep learning models such as Convolutional Neural Networks, has greatly 

s. In this study, CNNs were applied to kidney CT scans to classify them into 
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categories like normal, cysts, tumors, and stones. This approach helps doctors diagnose kidney problems more 

accurately and quickly. 

One big advantage of using CNNs in kidney disease detection is their ability to catch early signs of issues. These 

models can continuously scan CT images, picking up on small changes in the kidney that might indicate the start of a 

disease. Detecting these changes early allows doctors to treat patients sooner, which can lead to better health outcomes. 

The model in this study was trained on 4,000 CT images and tested on 1,000, achieving a strong accuracy of 92%. This 

shows that CNNs can be a valuable tool in medical diagnostics, helping healthcare professionals make more informed 

decisions. 

Although, the effectiveness of these models relies significantly on the quality and diversity of the data used for training. 

Challenges also remain in dealing with the complex nature of kidney diseases and the ethical considerations of using AI 

in healthcare. 

Thus, despite the challenges, the future looks bright. As machine learning continues to improve and medical imaging 

technology advances, these automated systems will likely play a bigger role in diagnosing kidney diseases and 

improving patient care. 
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