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Abstract: In recent years, the field of recommendation systems has seen significant advancement with the 

introduction of hybrid approaches. These systems combine the strengths of multiple recommendation 

techniques to provide more accurate and diverse recommendations to users. In this research, we propose 

and evaluate the effectiveness of a hybrid recommender system that utilizes TensorFlow, an open-source 

machine learning framework, to implement the system. The proposed system combines both collaborative 

and content-based methods to remove the cold start problem and make personalized recommendations that 

can recommend similar movies to the users based on features extracted by the model. The results of our 

experiments demonstrate that the proposed hybrid system outperforms traditional singular methods and can 

be effectively implemented using TensorFlow. This research provides insights into the potential of 

TensorFlow for building efficient hybrid recommendation systems and the benefits of combining multiple 

recommendation techniques. 
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I. INTRODUCTION 

Recommender systems are tools that help users navigate the overwhelming amount of information available by 

identifying and presenting information that is relevant to their preferences, interests, or past behavior. These systems 

use user profiles to predict which items a user would be interested in and filter out irrelevant information [1]. They are 

designed to help alleviate the problem of information overload by providing users with a tailored selection of content 

[2]. 

In recent years, recommender systems (RS) have become a popular subject of discussion as they provide users with 

relevant information based on their needs or preferences. RS needs to be fair and unbiased, recommending items to all 

groups of people without giving preference to any particular group [3]. Recommendation systems have become an 

integral part of various applications, such as e-commerce [4], entertainment [5], and social media [6]. The goal of a 

recommendation system is to provide personalized recommendations to users based on their past behavior and 

preferences [7]. In recent years, there has been a shift towards hybrid recommendation systems, which combine the 

strengths of multiple recommendation techniques to provide more accurate and diverse recommendations [8]. 

Recommender systems gained popularity in recent years due to their increased accuracy, leaving behind the question of 

biased and unfair recommendations. These threats lead us to use deep models to make fair recommendations, which 

will dominate future recommendations [9]. One of the challenges in building recommendation systems is the need for 

efficient and scalable algorithms. TensorFlow, an open-source machine learning framework, has gained popularity in 

recent years due to its ease of use and ability to handle large-scale datasets [10]. In this research, we propose and 

evaluate the effectiveness of a hybrid recommender system that utilizes TensorFlow to implement the system. The 

proposed system combines both collaborative and content-based methods to make hybrid-based custom 

recommendations. Hybrid recommendation systems have been widely studied in recent years. Researchers have 

proposed various methods to combine different types of recommendation techniques, such as integrating collaborative 
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filtering with content-based filtering [11] or using ensemble methods to combine multiple recommendation algorithms 

[12]. Big data makes it difficult for users to select content of interest, such as which movie to watch, which is a popular 

question among streaming entertainment users. Bec

the internet, people are perplexed. Researchers use different types of methods to improve recommendation quality. The 

use of TensorFlow in recommendation systems has also been explored by

recommendations using different techniques.  Seq2Seq models have been used by [13] to characterize the interests of 

users and then integrate with sorting algorithms to make personalized movie recommendations. Comb

collaborative filtering with demographic information, deep learning, multiple kernel

filtering [14] [15] [16] [17] has been proposed to make hybrid models for more accurate, robust, and personalized news 

recommendations. Music recommendation models using deep learning [18], news recommendation models using deep 

learning [19], and movie recommendation models using deep learning [20] have pivotal importance and are the target 

research topics, as deep learning opened the 

 

Dataset 

For the experimentation, we used the movieLens dataset [21] which contains movie ratings and metadata collected by 

the MovieLens online movie recommendation service. The dataset includes information about users, movies, and 

ratings. The dataset is widely used for the development and testing of recommender systems. The dataset is available in 

different sizes, including 100,000 ratings from 943 users on 1682 movies, 1 million ratings from 6000 users on 4000 

movies, and 20 million ratings from 138,493 users on 27,278 movies. The dataset also includes additional information 

about the movies, such as their genre, release year, and IMDb U

research on recommender systems, as well as in the industry for developing and testing new recommendation 

algorithms. It is also used as benchmark data to evaluate the performance of different recommendation alg

The dataset is available for download from the MovieLens website, which is maintained by the GroupLens

group at the University of Minnesota. The Fig. below shows the ratio of different genera present in the dataset we used 

for experimentation.  

 

 Implementation 

Our experimentation is based on the idea of fair and unbiased recommendations. Many issues can be solved, like 

sparsity (difficulty in finding reliable and sufficient users with similar features), scalability, accuracy, and t

problem [23]. Initially, our experimentation focused on the cold start problem by using content

make the initial recommendations and then making the refined recommendations using collaborative filtering [25] by 

focusing on feedback from the users. On the other hand, we used deep learning as a tool to accommodate the same issue 

in the TensorFlow framework. Traditionally, we calculated the weighted average of movies to find similarity and then 

merged the result with the popularity of the movie to get a score. Now cosine similarity is calculated between each 
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ering [11] or using ensemble methods to combine multiple recommendation algorithms 

[12]. Big data makes it difficult for users to select content of interest, such as which movie to watch, which is a popular 

question among streaming entertainment users. Because of the numerous types of movies, clips, and videos available on 

the internet, people are perplexed. Researchers use different types of methods to improve recommendation quality. The 

use of TensorFlow in recommendation systems has also been explored by several researchers to give more accurate 

recommendations using different techniques.  Seq2Seq models have been used by [13] to characterize the interests of 

users and then integrate with sorting algorithms to make personalized movie recommendations. Comb

collaborative filtering with demographic information, deep learning, multiple kernel-based, and feature

filtering [14] [15] [16] [17] has been proposed to make hybrid models for more accurate, robust, and personalized news 

ns. Music recommendation models using deep learning [18], news recommendation models using deep 

learning [19], and movie recommendation models using deep learning [20] have pivotal importance and are the target 

research topics, as deep learning opened the way to making recommendation models robust and more accurate.

II. METHODOLOGY 

For the experimentation, we used the movieLens dataset [21] which contains movie ratings and metadata collected by 

online movie recommendation service. The dataset includes information about users, movies, and 

ratings. The dataset is widely used for the development and testing of recommender systems. The dataset is available in 

gs from 943 users on 1682 movies, 1 million ratings from 6000 users on 4000 

movies, and 20 million ratings from 138,493 users on 27,278 movies. The dataset also includes additional information 

about the movies, such as their genre, release year, and IMDb URL. The dataset is commonly used in academic 

research on recommender systems, as well as in the industry for developing and testing new recommendation 

algorithms. It is also used as benchmark data to evaluate the performance of different recommendation alg

The dataset is available for download from the MovieLens website, which is maintained by the GroupLens

group at the University of Minnesota. The Fig. below shows the ratio of different genera present in the dataset we used 

Our experimentation is based on the idea of fair and unbiased recommendations. Many issues can be solved, like 

sparsity (difficulty in finding reliable and sufficient users with similar features), scalability, accuracy, and t

problem [23]. Initially, our experimentation focused on the cold start problem by using content-based filtering [24] to 

make the initial recommendations and then making the refined recommendations using collaborative filtering [25] by 

g on feedback from the users. On the other hand, we used deep learning as a tool to accommodate the same issue 

in the TensorFlow framework. Traditionally, we calculated the weighted average of movies to find similarity and then 

opularity of the movie to get a score. Now cosine similarity is calculated between each 
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ering [11] or using ensemble methods to combine multiple recommendation algorithms 

[12]. Big data makes it difficult for users to select content of interest, such as which movie to watch, which is a popular 

ause of the numerous types of movies, clips, and videos available on 

the internet, people are perplexed. Researchers use different types of methods to improve recommendation quality. The 

several researchers to give more accurate 

recommendations using different techniques.  Seq2Seq models have been used by [13] to characterize the interests of 

users and then integrate with sorting algorithms to make personalized movie recommendations. Combining 

based, and feature-based content 

filtering [14] [15] [16] [17] has been proposed to make hybrid models for more accurate, robust, and personalized news 

ns. Music recommendation models using deep learning [18], news recommendation models using deep 

learning [19], and movie recommendation models using deep learning [20] have pivotal importance and are the target 

way to making recommendation models robust and more accurate. 

For the experimentation, we used the movieLens dataset [21] which contains movie ratings and metadata collected by 

online movie recommendation service. The dataset includes information about users, movies, and 

ratings. The dataset is widely used for the development and testing of recommender systems. The dataset is available in 

gs from 943 users on 1682 movies, 1 million ratings from 6000 users on 4000 

movies, and 20 million ratings from 138,493 users on 27,278 movies. The dataset also includes additional information 

RL. The dataset is commonly used in academic 

research on recommender systems, as well as in the industry for developing and testing new recommendation 

algorithms. It is also used as benchmark data to evaluate the performance of different recommendation algorithms [22]. 

The dataset is available for download from the MovieLens website, which is maintained by the GroupLens Research 

group at the University of Minnesota. The Fig. below shows the ratio of different genera present in the dataset we used 

 

Our experimentation is based on the idea of fair and unbiased recommendations. Many issues can be solved, like 

sparsity (difficulty in finding reliable and sufficient users with similar features), scalability, accuracy, and the cold start 

based filtering [24] to 

make the initial recommendations and then making the refined recommendations using collaborative filtering [25] by 

g on feedback from the users. On the other hand, we used deep learning as a tool to accommodate the same issue 

in the TensorFlow framework. Traditionally, we calculated the weighted average of movies to find similarity and then 

opularity of the movie to get a score. Now cosine similarity is calculated between each 
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movie, and finally, score and cosine similarity values are used to calculate the final score of the movie. The equation to 

calculate the weighted average is mentioned below: 

 

 

 

Where Ws is the rating with weight, Ag is the average for a movie, v is the number of votes for the movie, m is the 

minimum number of votes required to be on the top list, and Vt is the mean of votes. 

Using the TensorFlow Recommenders library, we used the pre-built deep learning model Neural CF [26] to recommend 

movies. The model takes in four parameters: embedding dim, item dim, user dim, and dense dim. The embedding dim 

parameter is the size of the embedding vectors used to represent items and users. The dense dim parameter is the size of 

the dense layers in the model. The user dim parameter is the size of the vocabulary used to represent users, and the item 

dim is the size of the vocabulary used to represent items. Our model comprises three dense layers with relu [27] as an 

activation function and performed better while using the Adagrad optimizer [28], with shuffle as True, loss function as 

MeanSquaredError, and metrics as RootMeanSquaredError. We then fit the model to the training data for 20 epochs 

with a batch size of 64. After that, we evaluate the model on the test set to check the movie recommendations for 

unseen user IDs. 

 

Software, Hardware, and Frameworks used in the study 

A. Software   

Python: Python is a popular programming language that can be used to build a hybrid recommendation system. 

 

B. Libraries and frameworks in Python for the experimentation 

Pandas, Seaborn, NumPy, Matplotlib, Wordcloud, Sklearn, Neural CF, and TensorFlow 

TensorFlow: TensorFlow comes with a library called TensorFlow Recommenders (TFRS) 

(https://www.tensorflow.org/recommenders) for building a recommender system. It's built on Keras and aims to have a 

gentle learning curve while still giving you the flexibility to build complex models. 

 

C. Hardware used 

GPU: NVIDIA Tesla V100 32 GB 

Total number of CUDA Cores : 15,360 

Performance: 2.976 TFLOPS 

Storage: 2 x 960 GB SSD SATA 

RAM: 8 x 64 GB 

Software: CentOS 

 

III. RESULTS AND DISCUSSION 

The proposed hybrid recommender system in this research combines both collaborative and content-based methods to 

make personalized recommendations. The results of the experiments demonstrate that the proposed system outperforms 

traditional singular methods in terms of accuracy and diversity of recommendations. This suggests that combining 

multiple recommendation techniques can provide more accurate and diverse recommendations to users using deep 

learning. One of the key advantages of the proposed system is its use of TensorFlow, an open-source machine learning 

framework. TensorFlow allows for easy implementation of neural networks, which are a key component of the 

proposed system. Additionally, TensorFlow is known for its scalability, which is crucial for handling large-scale 

datasets. This makes it a suitable tool for building efficient and scalable recommendation systems. The fig. below 

shows the final score of the movies using a hybrid system, predicting Toy Story in particular. 

 



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 4, Issue 3, October 2024 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-19979   531 

www.ijarsct.co.in  

Impact Factor: 7.53 

 
 

However, it's worth noting that the proposed system is based on a specific dataset, and it's not clear how well it would 

generalize to other datasets or real-world scenarios. Additionally, the proposed system was evaluated using certain 

evaluation metrics, such as accuracy and diversity of recommendations, but there may be other aspects of a 

recommendation system that are important to consider, such as diversity, novelty, and serendipity, which were not 

evaluated in this research. 

In the future, it would be interesting to explore how well the proposed system generalizes to other datasets, and how it 

performs on evaluation metrics. Additionally, it would be interesting to explore other hybrid recommendation 

techniques, such as ensemble methods, and compare the performance of these methods with the proposed system. 

Another interesting direction would be to explore how to incorporate other types of information, such as social network 

data, into the system to make more personalized recommendations. 

 

IV. CONCLUSION 

In conclusion, this research proposed and evaluated the effectiveness of a hybrid recommender system that utilizes 

TensorFlow, an open-source machine learning framework, to implement the system. The proposed system combines 

both collaborative and content-based methods to make personalized recommendations. The results of the experiments 

demonstrate that the proposed hybrid system outperforms traditional singular methods in terms of accuracy and 

diversity of recommendations. Additionally, TensorFlow proves to be a suitable tool for implementing the hybrid 

system, as it allows for easy implementation of neural networks. This research provides insights into the potential of 

TensorFlow for building efficient hybrid recommendation systems and the benefits of combining multiple 

recommendation techniques. It can also be used as a guide for practitioners looking to implement hybrid recommender 

systems using TensorFlow. The proposed system demonstrates the potential of combining the strengths of multiple 

recommendation techniques to provide more accurate and diverse recommendations to users. As hybrid 

recommendation systems become more popular in various applications, this research can serve as a valuable resource 

for practitioners looking to build efficient and scalable hybrid recommendation systems using TensorFlow. 
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