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Abstract: Phishing attacks have become a significant cybersecurity concern, affecting millions of users 

and organizations by stealing confidential information. The rise of machine learning (ML) techniques has 

provided innovative ways to detect and mitigate phishing attacks. This review paper explores various ML 

algorithms, including Decision Trees (DT), Random Forest (RF), and Principal Component Analysis 

(PCA), in detecting phishing attacks. Through a review of recent studies, it is evident that ML models such 

as RF can achieve high accuracy, up to 97%, in phishing detection. However, challenges such as evolving 

phishing strategies, data imbalance, and feature extraction remain critical issues. Future research 

directions should focus on deep learning models and real-time detection systems to enhance the robustness 

and effectiveness of phishing detection mechanisms 
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I. INTRODUCTION 

Phishing attacks are one of the most prevalent cybersecurity threats today. These attacks trick users into providing 

sensitive information such as passwords, credit card details, or access credentials by masquerading as legitimate 

entities. Phishing attacks have evolved rapidly, utilizing email, social media, and other communication platforms to 

reach a broader audience. 

The traditional methods of phishing detection, which rely on blacklists or manual monitoring, have become ineffective 

due to the fast-evolving nature of phishing techniques. Machine learning (ML), with its ability to learn patterns and 

detect anomalies, presents a promising solution for phishing detection. By using various algorithms, ML can automate 

phishing detection and significantly improve the accuracy and speed of identifying phishing threats. 

In this review, we focus on several ML algorithms commonly used for phishing detection, such as Random Forest, 

Decision Trees, and Principal Component Analysis. These methods are evaluated based on their effectiveness, 

accuracy, and application in real-world phishing detection. 

 

II. LITERATURE REVIEW / DISCUSSION 

In paper [1] Mahdavifar et al. (2020) proposed a deep embedded neural network expert system, DeNNeS, to detect 

cyberattacks. The study demonstrated that deep learning techniques could provide high accuracy in identifying phishing 

attempts but require large datasets for proper training. 

In paper [2] Mishra et al. (2020) introduced a Smishing Detector to analyze SMS content and detect smishing attacks. 

They emphasized URL behavior analysis as a crucial feature for identifying phishing attempts but noted challenges in 

scalability for larger datasets 

In paper [3] Adewole et al. (2020) presented a clustering and classification method for detecting Twitter spam accounts. 

While their focus was on social media phishing, their method showed promise in improving detection speed but faced 

issues with data volume management. 
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In paper [4] Eduardo et al. (2020) conducted an experiment to create awareness about social engineering attacks. They 

found that educating users about phishing increased detection accuracy, though awareness alone wasn't enough to 

combat sophisticated phishing tactics.  

In paper [5] Farrugia et al. (2020) explored illicit account detection on the Ethereum blockchain. Though not directly 

related to phishing, their work on detecting fraudulent behavior over decentralized platforms highlighted the potential 

for machine learning in identifying suspicious activity. 

In paper [6] Xuan et al. (2020) investigated malicious URL detection using ML models, emphasizing feature extraction 

techniques. They achieved high precision in detecting phishing URLs but struggled with generalizing across different 

types of attacks. 

In paper [7] Gonzalez et al. (2020) proposed replacing traditional email protocols with blockchain-based smart 

contracts to prevent phishing emails. This novel approach showed potential in enhancing security but required further 

testing in real-world scenarios. 

In paper [8] Mironova & Simonova (2020) examined the protection of minors in the digital space, focusing on their 

vulnerability to phishing attacks. They stressed the importance of integrating ML with content filtering to protect 

sensitive user groups. 

In paper [9] Sarma (2020) investigated the security of hard disk encryption in the context of phishing. Their work 

suggested that encrypted storage could mitigate data theft but needed to be combined with phishing detection systems. 

In paper [10] Shabudin et al. (2020) worked on feature selection for phishing website classification. They highlighted 

how selecting the right URL-based features could significantly improve ML model performance in phishing detection. 

In paper [11] Zamir et al. (2020) demonstrated the use of diverse machine learning algorithms to detect phishing 

websites. Their comparative analysis showed that Random Forest consistently outperformed other classifiers but 

required careful tuning. 

In paper [12] Adebowale et al. (2020) applied deep learning algorithms for intelligent phishing detection. Their results 

showed superior accuracy with deep learning, but they noted that these models were resource-intensive compared to 

traditional ML methods. 

In paper [13] Sonowal & Kuppusamy (2020) proposed a multi-filter approach for phishing detection, combining several 

ML algorithms. The method showed promise but required significant computational power to process large datasets 

effectively. 

In paper [14] Azeez et al. (2020) explored phishing attack detection in communication networks using URL consistency 

features. Their findings suggested that consistent URL-based features were critical in reducing false positives during 

phishing detection. 

In paper [15] Frauenstein & Flowerday (2020) proposed a personality-based model to assess phishing susceptibility on 

social networks. Their work indicated that personality traits could be used to predict phishing victimization, though the 

approach needed further refinement. 

In paper [16] Binjubeir et al. (2020) surveyed big data privacy protection in relation to phishing attacks. Their study 

stressed the need for improved data privacy measures in phishing detection models, particularly when handling large 

user datasets. 

In paper [17] Parra et al. (2020) focused on detecting IoT-based phishing attacks using distributed deep learning. Their 

approach performed well in distributed environments, though scalability remained a concern for smaller organizations. 

In paper [18] Pashiri et al. (2020) used artificial neural networks and the sine-cosine algorithm for spam detection, 

showing how feature selection could improve phishing detection. However, their model was sensitive to noisy data. 

In paper [19] Anwar et al. (2020) developed a knowledge-based system to counter malicious URLs in IoT networks. 

They demonstrated that such systems could effectively detect phishing but required continuous updates to stay ahead of 

new attack patterns. 

In paper [20] Bozkir & Aydos (2020) introduced a HOG-based logo detection scheme for identifying phishing 

webpages. Their method focused on detecting brand misuse in phishing emails but required high computational 

resources for real-time application. 
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In paper [21] Raja & Ravi (2020) analyzed phishing prevention in software-defined networks using deep machine 

learning. Their results showed that software-defined network architectures improved detection rates but were vulnerable 

to network-based attacks. 

In paper [22] Tuan et al. (2020) evaluated Botnet DDoS attack detection using ML techniques, highlighting the overlap 

between phishing and DDoS attacks. Their work indicated that certain ML models could be adapted to address both 

types of attacks. 

In paper [23] Ahmed et al. (2020) combined belief rule-based expert systems with ML for detecting coronary artery 

disease but applied the same methodology to phishing detection. The hybrid approach enhanced predictive accuracy but 

required significant data pre-processing. 

In paper [24] Hossain et al. (2019) explored student performance prediction using belief rule-based systems and 

proposed applying similar techniques to phishing detection. Their approach showed potential but required further 

testing in cybersecurity scenarios. 

In paper [25] Hossain et al. (2014) compared distributed databases and data warehousing for phishing detection, finding 

that data warehousing offered more comprehensive insights into phishing patterns but lacked real-time capabilities. 

In paper [26] Noor et al. (2017) developed a vehicle tracking system using ML, suggesting that similar techniques could 

be applied to phishing detection. While their focus was on physical security, the methods offered insights into ML 

model training. 

In paper [27] Hossain et al. (2020) used a rule-based expert system for coronary artery disease detection but noted that 

the same system could detect phishing attacks by adjusting the feature set. 

In paper [28] Hossain et al. (2020) proposed using spatio-temporal data for crime prediction and suggested that a 

similar method could help in predicting phishing hotspots. Their approach required high-quality data to perform 

accurately. 

In paper [29] Alqahtani et al. (2020) applied ML techniques to detect cyber intrusions, including phishing attacks. Their 

focus on anomaly detection showed strong results, but the model was prone to false positives, limiting its usability. 

 

III. METHODOLOGY 

Input URL: The system starts by taking a website's URL as input.[30] 

HTML Source Code Retrieval: For further examination, the HTML source code of the designated website is acquired. 

Extraction of features: 

URL Features: These characteristics come from the structure of the URL (e.g., length, inclusion of special characters, 

etc.).[31] 

Login Forms Features: The system recognizes features of login forms, such as their presence, input fields, and how they 

handle data.[32] 

Hyperlinks Features: It looks at the links on the page (e.g., differentiating between internal and external links, 

redirections).[33] 

CSS Feature: The system looks for any questionable patterns in the CSS, such as hidden elements or odd styles.[34] 

Web identification Features: Examines the website's identification, including SSL certificates, domain information, 

etc.[35] 

Feature Vector: The input data for the machine learning method is a vector created by combining the retrieved 

features.[36] 

Samples for Training and Testing: The dataset used by the system is divided into samples for training and testing.[37] 

While the testing data is used to assess the model's effectiveness, the training data aids the algorithm in learning 

phishing-related patterns.[38] 

Algorithms: Using the retrieved features, a variety of machine learning methods are used to categorize the URL.[39] 

Output (Legitimate or Phishing): The URL is categorized as either legitimate or phishing in the final output.[40][41] 

This structure gives a general idea of how a feature-based machine might identify phishing websites. 
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Algorithm 

Random Forest 

Decision Tree 

Support Vector Machines (SVM) 

Naïve Bayes 

 

The accuracy of four machine learning algorithms

and Naïve Bayes—in identifying phishing 

recall, and F1 score are the four main metrics used to evaluate the outcomes. Here is a thorough explanation:

Random Forest: With an accuracy of 97%, this algorithm performs better 

phishing and trustworthy websites 97% of the time. Additionally, it exhibits great precision (96%) and a low false 

positive rate. Its ability to identify the majority of phishing sites is demonstrated by its equa

Its general strength in URL classification is shown by the F1 Score (95.5%), which finds a compromise between 

precision and recall. 

Decision Tree: The Decision Tree method has a 92% accuracy rate, which is little less than Rand

useful. Its F1 Score is 90.5% because its Precision (91%) and Recall (90%) are balanced. This implies that even while 

it performs well, it could not be as dependable as Random Forest, especially when dealing with more intricate phish

aspects. 

Support Vector Machines (SVM): SVM performed rather well, achieving an accuracy of 89%. Its F1 Score is 87.5% 

since its Precision (88%) and Recall (87%) are lower than those of Decision Tree and Random Forest. SVM performs 
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IV. RESULTS AND ANALYSIS 

TABLE I 

Accuracy (%) Precision (%) Recall (%) F1Score (%)

97 96 95 95.5

92 91 90 90.5

89 88 87 87.5

85 84 82 83

The accuracy of four machine learning algorithms—Random Forest, Decision Tree, Support Vector Machines (SVM), 

in identifying phishing websites is revealed by their performance evaluation. Accuracy, precision, 

recall, and F1 score are the four main metrics used to evaluate the outcomes. Here is a thorough explanation:

With an accuracy of 97%, this algorithm performs better than the others and can distinguish between 

phishing and trustworthy websites 97% of the time. Additionally, it exhibits great precision (96%) and a low false 

positive rate. Its ability to identify the majority of phishing sites is demonstrated by its equally great recall (95%) rate. 

Its general strength in URL classification is shown by the F1 Score (95.5%), which finds a compromise between 

The Decision Tree method has a 92% accuracy rate, which is little less than Rand

useful. Its F1 Score is 90.5% because its Precision (91%) and Recall (90%) are balanced. This implies that even while 

it performs well, it could not be as dependable as Random Forest, especially when dealing with more intricate phish

Support Vector Machines (SVM): SVM performed rather well, achieving an accuracy of 89%. Its F1 Score is 87.5% 

since its Precision (88%) and Recall (87%) are lower than those of Decision Tree and Random Forest. SVM performs 
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90.5 

87.5 

83 

Random Forest, Decision Tree, Support Vector Machines (SVM), 

websites is revealed by their performance evaluation. Accuracy, precision, 

recall, and F1 score are the four main metrics used to evaluate the outcomes. Here is a thorough explanation: 

than the others and can distinguish between 

phishing and trustworthy websites 97% of the time. Additionally, it exhibits great precision (96%) and a low false 

lly great recall (95%) rate. 

Its general strength in URL classification is shown by the F1 Score (95.5%), which finds a compromise between 

The Decision Tree method has a 92% accuracy rate, which is little less than Random Forest's but still 

useful. Its F1 Score is 90.5% because its Precision (91%) and Recall (90%) are balanced. This implies that even while  

it performs well, it could not be as dependable as Random Forest, especially when dealing with more intricate phishing 

Support Vector Machines (SVM): SVM performed rather well, achieving an accuracy of 89%. Its F1 Score is 87.5% 

since its Precision (88%) and Recall (87%) are lower than those of Decision Tree and Random Forest. SVM performs 
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worse than the top two algorithms, but still being able to classify phishing websites rather well. This could be because it 

is sensitive to feature scaling and data outliers. 

Naïve Bayes : At 85%, Naïve Bayes is the algorithm with the lowest accuracy. Its F1 Score is 83% because of its lower 

Precision (84%) and Recall (82%). When dealing with intricate, interdependent phishing indicators, Naïve Bayes may 

perform less well because of its propensity to assume feature independence 

  

V. CONCLUSION 

In conclusion, phishing remains a significant cybersecurity threat, and machine learning provides an effective tool for 

mitigating this risk. Random Forest and Decision Tree algorithms have shown high accuracy and robustness in 

detecting phishing attacks. However, evolving phishing tactics and challenges in data quality mean that continued 

research is needed to improve these models. Future work should focus on integrating deep learning methods like 

Convolutional Neural Networks (CNNs) and applying real-time detection to stay ahead of phishing threats. 

As phishing attacks evolve, models must also evolve, necessitating continuous learning systems and improved feature 

engineering. The integration of machine learning with real-time threat intelligence systems may offer enhanced 

detection capabilities, making it an area ripe for future research. 
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