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Abstract: The primary component of the computer system that requires enhancement is the memory's 

performance. A memory controller helps in the management of control between the memory as well as the 

processor. This study gives a general outline of how controller performance in systems based on power 

converters may be improved using AI approaches. Among the many uses for power converters in today's 

electrical and energy systems are the effective control and conversion of energy in electric cars, renewable 

energy sources, and industrial automation, among others. Complementary control strategies used in 

classical approaches, although work well, may experience difficulties when it comes to system 

complication, change, and unpredictability. To overcome these restrictions, artificial intelligence methods 

appear rather prospective. Among the AI types one can distinguish neural networks, fuzzy logic, machine 

learning that may help to control the converters with enhanced efficiency by using adaptive and intelligent 

control. These approaches enhance control precision, succession, and reaction time to enhance system 

effectiveness and dependability. Moreover, this integration of AI enhances the most power converters by 

making it easier to predict maintenance, detect faults, and optimise for energy hence enhancing the systems. 

The paper presents new trends in the advanced smart control of the power converters, total control 

techniques, advantages as well as the challenges posed by AI control strategies. It also describes future 

trends and research areas for achieving enhanced performance in power converter-based systems through 

AI and Control techniques. 
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I. INTRODUCTION 

Contemporary memory controllers function as a channel of data transfer between a processor and various memory 

systems in many computing systems. They act as a bridge that makes access and coordination of data within various 

memory including SRAM, DRAM and non-volatile memory possible. Because of the increasing requirements for the 

memory’s high performance and larger memory spaces, the memory controller has become much more complex. There 

is a range of issues arising from this complexity, and to optimise memory systems for modern computing contexts, 

these challenges need to be solved [1]. 

It would be wrong to over-emphasise the significance of checking memory controllers. Incorrect functioning of 

memory may cause critical failures, data corruption as well as security breaches and therefore verification of such 

design is important. To some extent, traditional verification approaches, including simulation and formal verification 

techniques, have been utilised to confirm correctness[2]. Nevertheless, these traditional techniques fail to capture the 

effects of these modern features because as memory controller architectures become more complex, it becomes difficult 

to test these features exhaustively. This, in turn, raises the need for looking into other higher order methods for 

verifying the memory systems that can overcome these complexities[3]. 

The specifics of the development of current approaches for verification suggest new possibilities for improving the 

reliability of the memory controllers [4][5]. Techniques like assertion-based verification, transaction-level modelling, 

and coverage-driven verification have commenced standardising, which led to several forms of testing of the memory 

controllers. Moreover, the prospect of deep incorporation of both ML and AI in the functioning of verification also 

implies that the roles of validation will be automated and optimised, which, in return, will bring down the time and 
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resources spent on validation[4]. Besides enhancing the efficiency of the verification processes, such advanced methods 

add to the acceleration of design cycles and better products [6][7]. 

The objective of this paper is to present a detailed evaluation of the verification processes associated with memory 

controllers available in modern computing systems. As these controllers continue to become larger as a result of 

changes to their architecture as well as development of novel memory technologies, proper verification methods have 

never been so essential. The purpose of this paper is to expose the problems in verifying memory controllers and to 

present a brief overview of the traditional as well as more modern methodologies of verification like simulative, formal 

and advanced methodologies based on AI and ML. As to identify the effectiveness of these methodologies and their 

relevance to present and future memory controller designs, the paper aims to provide beneficial suggestions and ideas 

for improving the verification process, which may guarantee the dependability and efficiency of memory systems in the 

modern computing context. 

Organization of the paper 

The following is the outline of the paper: The design of memory controllers is described in Section II. Section III details 

the verification environment for the memory controller. Section IV discusses various system designs related to memory 

controllers. Section V provide the Advanced Methods for Verifying Memory Controllers in Modern Computing. 

Section VI includes a literature review of pertinent studies. Finally, Section VII concludes the paper with insights and 

recommendations for future work. 

 

II. OVERVIEW OF MEMORY CONTROLLER ARCHITECTURE 

The digital logic circuit, known as a memory controller, regulates the data transfer between the SoC and the memory 

devices. Figure 1 is a block diagram illustrating the memory controller. Over SoC buses like APB (Advanced 

Peripheral Bus), AHB (Advanced High-performance Bus), and AXI (Advanced Extensible Interface), the memory 

controller configures registers and sends memory requests. To access registers that are mapped to memory, one has to 

understand the logic of the register slave interface. 

The memory slave interface processes a large number of open transactions quickly by using FIFOs and translating high-

level bus requests into low-level memory requests. Memory protocol-appropriate memory accesses are generated by 

control logic after memory slave interface logic makes a memory request. Memory controllers often include many 

memory slave interfaces and memory ports onto on-chip memories to accommodate processors' enormous bandwidth 

needs. Many memory devices must share their memory port with memory controllers that connect with off-chip 

memories in order to get around pin-count restrictions [8].Below is a list of various computer system types: 

 

SRAM  

Register files and L1/L2 caches are better off using SRAM: 

 Simpler manufacturing (compatible with logic process) 

 Fast random access (on-chip memory)  

 No refreshes  

 Lower density (6 transistors per cell) 

 Higher cost 

 

DRAM 

Independent memory chips are well suited for DRAM. 

 Much higher capacity 

 Higher density  

 Lower cost  

 Slower random access (off-chip memory) 
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SDRAM 

Banks, rows, and columns make up an SDRAM's structure. A row buffer is a part of every bank that holds a row that is 

presently open and active. 

 

2.1 Types of Memory Controllers 

There are some types of memory controllers follow as: 

 

A. Integrated Memory Controllers (IMCs): 

The technology and programming paradigm used by state-of-the-art IMC designs are distinguishing features. A few 

examples of IMC designs that rely on volatile memory include DRAM and SRAM. The idea behind DRAM-based IMC 

designs is to improve DRAM memory by adding bulk-bitwise computation operations. Though their arithmetic 

capability is restricted to logical or specialised operators, these systems provide considerable parallelism, cost and space 

efficiency. ALUs on the perimeter of the bit cell array for near memory computing or rigorous IMC with bit-lines and 

sense amplifiers are examples of the more complicated computation operators used in SRAM-based IMC designs, 

which aren't as scalable from a design standpoint as DRAM-based solutions[9]. 

 

B. Multi-Channel Memory Controllers 

Time of a memory transaction by specifying the burst duration and the number of read/write operations, among other 

memory access characteristics, at design time. A memory datasheet specifies a maximum allowable time for a 

read/write transaction to execute, and real-time memory controllers adhere to this timing requirement when using a 

fixed memory command schedule for a given access granularity. Another thing that may be calculated is the memory's 

worst-case bandwidth for a certain access granularity. 

 

C. Unified Memory Controllers 

Utilising UMSC's common resource, the UMO architecture implements unified functionalities. The MUMSC is 

suggested as a way to implement UMSC. The unified predictor that MUMSC employs on the extended memory access 

map includes a number of techniques, including prefetch-aware cache line promotion, DRAM-aware access map 

pattern matching prefetching, and a map-based adaptive insertion approach. 

 

D. Error-Correcting Code Memory Controllers 

Extra memory bits are included in ECC memory, along with memory controllers that manage the extra bits on a 

separate chip on the module. The ECC code produced while reading data is compared to the ECC code saved during 

data reading [10]. If the code that was read and the code that was saved doesn't match, the parity bits decode the code to 

identify the incorrect bit, which is then instantly fixed. 

 

III. VERIFICATION ENVIRONMENT FORMEMORY CONTROLLER 

The verification environment for memory controllers is a critical component of the design and validation process, 

ensuring that memory systems operate correctly and efficiently. The blocks illustrated in Figure 1 show specific roles in 

this environment, contributing to a comprehensive verification strategy[11]. 

 

A. Scenario Generator: 

The scenario generation module’s purpose is to generate a multitude of input varied and reasonably realistic scenarios 

that model the memory controller under different operating conditions. Thus, it stimulates the design under test (DUT) 

to come across various patterns of stimuli, evaluate possible edge cases and performance problems [12]. 

 

B. Driver (Bus Functional Model - BFM):  

The driver, or Bus Functional Model (BFM), acts as the interface between the scenario generator and the DUT. It 

resolves each transaction command onto the pin level WKST that is comprehensible by the DUT. Additional protocols 

and standards can also be implemented on the BFM for flexible testing of all common memory types and interfaces. 
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C. Monitor:  

The monitor simply watches the output signals coming from the DUT and translates them back into high

transactions. This block is crucial for checking the compliance of the DUT outputs to expected results and is described 

in detail further in the text. It verifies that the memory controller's outputs are consistent with the input situations that 

were previously defined. The monitor can also keep track of interactions in real

expected behaviour with actual behaviour in order to debug and verify an application.

 

D. Slave Model Memories:  

Slave model memories represent various peripheral memory devices, including SRAM, SDRAM, FLASH, and ROM. 

By incorporating these models, the environment can reproduce read and write

other vital functionalities of the memory the memory controller will perform as required or expected across various 

memory types [12][13]. 

 

E. Assertions:  

Assumptions are formal statements that describe a certain environment of usage in the verification process. These are 

employed to test for certain conditions during simulation

protocols and standards. Due to assertions, such mistakes as the subsequent design flaws and violations can be noticed 

during the testing phase. Files related to these assertions are compiled and bound within the verification environment

thus facilitating their retrieval [14]. 

Figure 1: Verification Environment for Memory Controller.

A memory controller's verification environment, as shown in Figure 1, is a systematic framework for making sure 

memory systems perform as intended. It includes components such as scenario generators, drivers, monitors, slave 

model memories, assertions, functional coverage, and scoreboards

the design under test (DUT) and validating its responses, enabling

 

IV. SYSTEM DESIGN 

An introduction to the DynIMS system is given in this section. The memory control model is introduced once the 

system architecture and implementation details are g

Figure 2: DynIMS system architecture

 

4.1 Architecture Overview 

The dynamicmemory controller, DynIMS, is engineered to implement a comprehensive runtime monitoring scheme 

that enhances memory management efficiency

four main components. 
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The monitor simply watches the output signals coming from the DUT and translates them back into high

transactions. This block is crucial for checking the compliance of the DUT outputs to expected results and is described 

It verifies that the memory controller's outputs are consistent with the input situations that 

The monitor can also keep track of interactions in real-time—this makes it easy to compare 

r in order to debug and verify an application. 

Slave model memories represent various peripheral memory devices, including SRAM, SDRAM, FLASH, and ROM. 

By incorporating these models, the environment can reproduce read and write operations, latency characteristics, and 

of the memory the memory controller will perform as required or expected across various 

Assumptions are formal statements that describe a certain environment of usage in the verification process. These are 

employed to test for certain conditions during simulation- to ensure that the DUT is qualitative to ce

protocols and standards. Due to assertions, such mistakes as the subsequent design flaws and violations can be noticed 

during the testing phase. Files related to these assertions are compiled and bound within the verification environment

 
Verification Environment for Memory Controller. 

A memory controller's verification environment, as shown in Figure 1, is a systematic framework for making sure 

It includes components such as scenario generators, drivers, monitors, slave 

ctional coverage, and scoreboards[15]. Each element plays a vital role in stimulating 

the design under test (DUT) and validating its responses, enabling engineers to identify and resolve issues efficiently.

SYSTEM DESIGN OF MEMORY CONTROL MODEL 

An introduction to the DynIMS system is given in this section. The memory control model is introduced once the 

system architecture and implementation details are given. 

 
Figure 2: DynIMS system architecture 

The dynamicmemory controller, DynIMS, is engineered to implement a comprehensive runtime monitoring scheme 

that enhances memory management efficiency[16][17]. Figure 2 shows the system architecture, which is comprised of 
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The monitor simply watches the output signals coming from the DUT and translates them back into high-level 

transactions. This block is crucial for checking the compliance of the DUT outputs to expected results and is described 

It verifies that the memory controller's outputs are consistent with the input situations that 

this makes it easy to compare 

Slave model memories represent various peripheral memory devices, including SRAM, SDRAM, FLASH, and ROM. 

operations, latency characteristics, and 

of the memory the memory controller will perform as required or expected across various 

Assumptions are formal statements that describe a certain environment of usage in the verification process. These are 

to ensure that the DUT is qualitative to certain pre-set 

protocols and standards. Due to assertions, such mistakes as the subsequent design flaws and violations can be noticed 

during the testing phase. Files related to these assertions are compiled and bound within the verification environment, 

A memory controller's verification environment, as shown in Figure 1, is a systematic framework for making sure 

It includes components such as scenario generators, drivers, monitors, slave 

. Each element plays a vital role in stimulating 

engineers to identify and resolve issues efficiently. 

An introduction to the DynIMS system is given in this section. The memory control model is introduced once the 

The dynamicmemory controller, DynIMS, is engineered to implement a comprehensive runtime monitoring scheme 

Figure 2 shows the system architecture, which is comprised of 
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 Monitoring Agents: compile the information on the use of RAM. Make use of the collected data as 

monitoring agents, setting up memory and Kafka plugins to collect and send measurements of memory. 

Structured data is encoded in the JSON format. 

 Stream Processor: it uses Apache Flink to calculate the ideal amount of in-memory storage for every node 

connected online. The stream processor scales the whole control cluster and is implemented as a streaming 

service. Programmatically interacting with the aggregated memory metrics is made easy with the help of the 

stream processor's user-friendly interface. 

 Memory Controller: it decides and transmits the instructions for memory allocation and eviction. The Vertex 

framework forms the basis of its execution. Also, construct memory controller-to-in-memory storage 

communication adapters and control interfaces. 

 Messaging Bus: it carries consolidated information and indicators for memory consumption. To connect the 

aforementioned three components, it uses an Apache Kafka distributed messaging system [18]. 

 

4.2 Impact of Insufficient Storage Memory 

Should the compute node's in-memory capacity be inadequate, a portion of the data will need to be stored on disc or in 

the remote kernel buffer cache. Expand the input data size of the K-means[19]program from 80 GB to 400 GB in the 

following experiment and run it with 4 different memory configurations. Figure 2 shows that compared to K-means 

running times with static setups, DynIMS's time to completion is much shorter. Static systems employing OrangeFS 

and Alluxio, respectively, begin to noticeably degrade K-means performance with issue sizes of 160 GB and 240 GB. 

So, DynIMS may boost computation efficiency and scalability as issue sizes grow, in addition to improving memory hit 

ratio. 

 

4.3 Controller Performance and Scalability 

With DynIMS, you can expect a response time of less than a second for moderate to small clusters. As the cluster grows 

in size, all DynIMS components may become multi-core and multi-mode, which dramatically improves processing 

speed and reduces control cycle delay [20][21]. A comprehensive study of the effects of monitoring and regulating 

overhead on the cluster may be accomplished by scaling up from a single node running DynIMS with 24 CPU cores to 

a big enough cluster.Keep in mind that the control node's memory use and network bandwidth are below what a regular 

server with the right hardware configuration can handle in a cluster of 256 compute nodes. On the other hand, the cost 

of computation increases with increasing cluster size and exhibits a linear relationship. 

 

4.4 The architecture of the controller 

As shown in Figure 3, the controller design of the brain module allows for direct connections between DDRx memory 

and reconfigurable FPGA, allowing data transfer between the two without using the system bus. The instruction set for 

the brain module controller is built by expanding the DDRx memory controller [22][23]. With the help of the 

controller's features, a memory-mapped software-hardware co-design platform may be built. The component parts of 

the controller are an FPGA controller and a DDRx controller. The DDRx controller handles read/write data for memory 

parameters, while the FPGA controller sets up the FPGA and receives instructions from the FPGA. The controller's 

design is reflected in the suggested architecture. The scalability and portability of user programs are made possible by 

the Vforce framework. However, the platform does not provide hardware configuration tools; software program 

programmers need to locate an application in order to relate to the real surface configuration of the underlying hardware 

object. There are substantial additional communication costs since the software has to interact with RTRM talent and 

re-connect via processing object hardware, transmission operator settings, and computer hardware setup. The novel 

concept of the Figure of IRES executor block diagram shows potential for embedded systems. Although designers face 

several challenges when creating reconfigurable embedded systems, IRES facilitates effective communication between 

HW and SW. 
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Figure

An architecture of Figure 3 where a CPU communicates with the Brain Controller, which manages memory operations 

through modules for initialisation, reading, writing, and FPGA control. It coordinates data flow between

DDRx modules using write/read queues for efficient memory handling.

Figure

Simplified view of the Figure 4 Brain Controller, highlighting the same modules that manage communication between 

the FPGA and memory queues. It ensures smooth data flow and synchroni

memory during read/write operations[24]. 

 

V. ADVANCED METHODS FOR VERIFYING MEMORY CONTROLLERS IN MODERN COMPUTING

Verifying memory controllers in modern computing systems is crucial to ensure reliability, performance, and correct 

functionality.  

Figure 5; Advanced Methods Verifying memory controllers in modern computing systems

Here is Figure 5 illustrating the various methods for verifying memory controllers in modern computing systems. It 

visually represents the key approaches such as simulation, form

some key methods used in memory controller verification:

 

5.1 Simulation-Based Verification 

 Cycle-Accurate Simulation: Detailed simulations model the behavio

cycle level, providing high fidelity in verification.

 Randomized Testing: Stimulus generators create randomi

(reads, writes, refreshes) and boundary conditions.
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CPU communicates with the Brain Controller, which manages memory operations 

ation, reading, writing, and FPGA control. It coordinates data flow between

using write/read queues for efficient memory handling. 

 
Figure 4: The architecture of the controller. 

Brain Controller, highlighting the same modules that manage communication between 

the FPGA and memory queues. It ensures smooth data flow and synchronisation between the FPGA and DDRx 

 

ADVANCED METHODS FOR VERIFYING MEMORY CONTROLLERS IN MODERN COMPUTING

Verifying memory controllers in modern computing systems is crucial to ensure reliability, performance, and correct 

 
5; Advanced Methods Verifying memory controllers in modern computing systems

igure 5 illustrating the various methods for verifying memory controllers in modern computing systems. It 

visually represents the key approaches such as simulation, formal verification, hardware emulation, and others. Here are 

some key methods used in memory controller verification: 

Accurate Simulation: Detailed simulations model the behaviour of the memory controller at the clock

cycle level, providing high fidelity in verification. 

Randomized Testing: Stimulus generators create randomised patterns to test various memory transactions 

(reads, writes, refreshes) and boundary conditions. 
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 Directed Testing: Specific test case analyses specific functionality to take care of the known problems or 

difficult cases. 

 

5.2 Formal Verification 

 Model Checking: Validates the correctness of the memory controller design based upon the formal memory 

controller specification in use formulates mathematical model that insulates that the implementation does not 

contain predefined faulty properties (e.g., deadlock, priority). 

 Theorem Proving: Concerned with the proof of correctness of specific properties or protocols such as DRAM 

timing constraints as established by formal proof. 

 

5.3 Hardware Emulation 

 FPGA Prototyping: This design is deployed on FPGAs for purposes of enhancement for speed in order to 

ensure that the test cases run much faster than simulation. 

 In-Circuit Emulation: Emulators of memory controllers are used together with real hardware to analyse their 

performance characteristics and behaviour under realistic conditions. 

 

5.4 Assertion-Based Verification (ABV) 

 Assertions: Several formal properties are bound into the design; any variation in the memory controller’s 

behaviour during simulation or emulation will be signified by a corresponding alert. 

 Temporal Logic: Timing and sequencing of the memory operations are controlled through ABV by using 

temporal properties. 

 

5.5 Formal Protocol Verification 

 Timing Verification: Make sure that the memory controller meets the timing characteristics that the memory 

technology has – to be DDR4/5, LPDDR, GDDR. This is done to check the setup times, hold times and refresh 

cycles of the workstation. 

 Bus Protocol Verification: Some aspects that are checked by the agent include whether the controller adheres 

to the bus protocols like PCIe, AMBA, AXI in that the agent ensures that all transactions carried out adhere to 

the set protocols without any failure or mishap. 

 

5.6 Post-Silicon Validation 

 On-Chip Debugging: Debugger functionality such as trace buffers or scan chains are employed to analyse the 

memory controller post-fabrication. 

 System-Level Testing: In light of this, the memory controller is tested in a comprehensive context of real 

operating environment – based on power state (on or off), thermal conditions among others. 

 

5.7 Performance Verification 

 Latency and Throughput Analysis: This serves to allow the memory controller to be evaluated on the ability to 

meet given performance goals based on workload, evaluate the functionality of bandwidth, response time, and 

queue. 

 Power Efficiency Verification: Tests are also performed withthe aim of measuring power taken by the memory 

controller, particularly in energy-optimized designs. 

 

5.7 Fault Injection Testing 

 Stress Testing: The controller is subjected to stress conditions (e.g., high traffic, power fluctuations) to identify 

weaknesses in its design. 

 Error Injection: Tests the controller's resilience to faults (like bit flips or memory corruption) by simulating 

errors and observing error detection and correction mechanisms (e.g., ECC). 
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These methods collectively ensure the memory controller is thoroughly verified across functionality, performance, and 

reliability dimensions. 

 

VI. LITERATURE REVIEW 

As mentioned in the literature review, several memory controller architectures have been considered in the past. What 

follows is a discussion of the global memory controller that was developed for this paper: 

This paper, Mutlu, (2023)outlines the encouraging current initiatives in memory-centric computing research and 

development. Generally speaking, these efforts can be categorised into two broad categories: processing in memory and 

processing near memory. The former makes use of the analogue operational properties of memory structures to carry 

out massively parallel operations in memory, while the latter uses memory controllers, the logic layer of 3D-stacked 

memory technologies, or memory chips to offer near-memory logic with low latency and high bandwidth.Demonstrate 

that both design styles may significantly enhance the efficiency and effectiveness of several critical workloads, 

including database management, graph analytics, ML, video processing, climate modelling, and genomic analysis, 

while simultaneously reducing their energy consumption[25]. 

This paper, Raghunathan et al., (2016)makes use of a memory that can be divided into several ranks, but the difference 

between the three memory systems is that the product of ranks and banks is constant. Reading from the same address in 

memory as a previous write gets quick attention since reads have a higher priority than writes. The proposed method is 

far faster than the current PCM main memory, which has a latency of 0.744×, and it approaches the latency of DRAM 

main memory, which averages 1.37×, closely[26]. 

In this work, Mutlu et al., (2019)offers an alternative perspective on an idea of decreasing data transfer by means of 

PIM. No longer is data transfer between compute units and memory necessary due to PIM, which incorporates 

computational processes into memory chips, 3D-stacked logic and DRAM's logic layers, or memory controllers.Though 

PIM as a concept is not novel, two recent implementations have made it possible: first, by capitalising on the design of 

3Dstacked memory technology to provide in-memory circuits with high bandwidth, and second, by using the analogue 

characteristics of DRAM to execute memory-based massively parallel operations[27]. 

In this paper, Shadab et al., (2024)suggested a novel partitioned parallel cache architecture that takes use of the 

reconfigurable nature of current FPGA devices to avoid hardware implementation issues caused by the recursive nature 

of Merkle tree update algorithms[28]. 

This paper, Sawamura, Boeres and Rebello, (2016)examines how virtual machine performance is affected by swap 

utilisation and memory allocation. The research continues by outlining a tool's architecture for dynamically managing 

virtual machines' memory allocations, building on the findings. Application developers and resource providers alike 

stand to gain from the suggested vertical Memory Elasticity Controller's (MEC) enhanced efficiency, throughput, and 

performance, according to preliminary data[29]. 

In this paper, Chen et al., (2013)results show that boosting Memory Level Parallelism (MLP) greatly enhances DRAM 

system performance on multi-core/many-core architecture, and that MLP has a greater association with DRAM system 

performance than RBHR. The elimination of unfairness when memory controllers service memory requests is another 

way it may improve the QoS of DRAM systems. There are minimal area expenses and energy savings potential. 

Tragically, multi-core/many-core took over, and VCM, which was planned in the late 90s, went gone[30].  

In this paper, Monga et al., (2022)provides the blueprint for an IMC-SRAM that can execute logical calculations in 

memory alongside regular memory operations. implement Boolean logic operations like AND/NAND and OR/NOR 

within the memory array by making use of redesigned peripheral circuitry and differential 9T bit cells. A 1GHz 

operating frequency across all process corners utilising NCSU 45nm technology was used to test the proposed 

architecture using SPICE simulations. Table 1 provides the related work on various methods used in Verifying Memory 

Controllers in Modern Computing Systems [31] 
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Table 1: Summary of the related work on various methods used Verifying Memory Controllers in Modern Computing 

System  

Paper Focus/Topic Key Contributions Technology 

Used 

Performance 

Metrics 

Challenges/Opportunities 

[25] Memory-

Centric 

Computing 

- Classification of 

processing using 

memory (PUM) and 

processing near 

memory (PNM) 

architectures.  

- Analysis of 

massivelyparallel 

operations in memory 

and near-memory 

logic. 

Analog 

memory 

operations, 

3D-stacked 

memory 

technologies 

- Performance and 

energy 

consumption 

improvements of 

orders of 

magnitude for 

applications such 

as databases, 

video processing, 

ML, etc. 

- Adoption challenges of 

memory-centric computing 

paradigm  

- R&D opportunities 

[26] Memory 

Rank 

Distribution 

- A memory scheme 

that distributes 

memory into ranks 

while maintaining the 

product of banks and 

ranks constant across 

systems. 

DRAM and 

PCM main 

memory 

- DRAM latency: 

1.37×  

- PCM latency: 

0.744× 

- Memory read 

prioritisation challenges  

- Balancing read/write 

priorities 

[27] Processing 

In Memory 

(PIM) 

- Re-examining PIM 

for reducing data 

movement by 

integrating 

computation in 

memory chips.  

- Two new approaches:  

1. Exploiting analogue 

properties of DRAM  

2. Using 3D-stacked 

memory technology for 

high bandwidth. 

DRAM, 3D-

stacked 

memory 

technology 

- Reduced data 

movement  

- High bandwidth 

to in-memory 

logic 

- Practical adoption 

challenges of PIM 

technologies 

[28] Memory 

Integrity 

Verification 

in FPGA 

Systems 

- FPGA-based memory 

integrity verification 

for mission-critical 

tasks.  

- Proposed partitioned 

parallel cache 

structure. 

FPGA, 

Merkle tree 

updates 

- Efficient 

memory integrity 

verification  

- Hardware 

implementation 

circumventing 

challenges 

- Adversarial attacks (e.g., 

memory buffer replay)  

- Efficient Merkle tree 

updating 

[29] Memory 

Elasticity in 

Virtual 

Machines 

- Investigating memory 

allocation and swap 

usage impact on VM 

performance.  

- Proposed vertical 

MEC for dynamic 

memory management. 

Hypervisor-

independent 

metrics for 

memory 

allocation in 

VMs 

- Improved 

resource 

efficiency, 

throughput, and 

performance for 

VMs 

- Dynamic memory 

management in VMs  

- Tools for vertical 

memory elasticity 
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[30] Memory 

Level 

Parallelism 

(MLP) and 

DRAM 

Performance 

- Performance of multi-

core/many-core 

architecture systems 

with MLP and DRAM 

intercorrelated.  

- Promotes QoS by 

reducing unfairness in 

memory requests. 

DRAM 

systems, 

Multi-core 

architectures 

- Improved 

DRAM 

performance 

through MLP  

- Energy savings 

with low area 

costs 

- Historical challenge: 

VCM technology faded 

before the multi-core 

dominance 

[31] In-Memory 

Computing 

with SRAM 

- Create an SRAM 

macro that cando 

logical operations with 

the use of In-Memory 

Computing (IMC).  

- Use of 9T bit cell for 

Boolean logic 

(AND/NAND, 

OR/NOR). 

SRAM, 

NCSU 45nm 

technology, 

9T bit cell 

- Operating 

frequency: 1 GHz  

- Validated via 

SPICE 

simulations 

- Integration of logic 

operations within memory 

arrays  

- Improving hardware 

efficiency 

 

VII. CONCLUSION 

The goal of this universal memory controller is to enhance the performance of current memory controllers by 

incorporating all of their capabilities and adding new ones. High power consumption management, made possible by its 

suggested various power levels to suit all power conditions, further helps to decrease used power. In order to effectively 

test a good design, such as the suggested generic universal memory controller, UVM is the ideal alternative for building 

a well-constructed, highly regulated, and reusable verification environment. The paper emphasises the critical role of 

memory controllers in modern computing systems and the necessity of robust verification processes. The goal is to 

enhance memory system stability and performance by gaining important insights from both classic and new approaches. 

The proposed contributions, particularly the DynIMS system and its architecture, offer innovative approaches to 

address challenges in memory management and verification. 

Future research in memory controller verification and design can explore several promising avenues to further enhance 

efficiency, reliability, and performance. One potential direction is an integration of more advanced ML techniques to 

automate verification processes. By leveraging deep learning algorithms, it may be possible to develop predictive 

models that can identify potential failure modes and optimise test scenarios, significantly reducing the time and 

resources required for validation. 
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