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Abstract: Nowadays it is observed that the significance of surveillance and security is increasing. In 

buildings, industrial areas, schools, and college security has become an essential aspect. Therefore, it 

becomes necessary to design and implement a system that presents a comprehensive solution that will be 

used for real-time detection of abnormal human activities. An interactive full stack full-fledge system can 

be developed to detect abnormal activities at fencing or country borders. The system development involves 

various frontend technologies like HTML, CSS and backend technologies like Python, OpenCV, Flask, etc. 

The system altogether acquires a success rate of about 90 percent, making it a reliable system to detect 

abnormal activities. The system captures video streams and collects detailed facial and full-body landmarks 

along with the proper timestamps for each activity—the sound alert mechanism implemented in the system 

which provides security along with timely notifications to the user. The main goal of conducting this 

research is to bring surveillance and security systems to a greater level which makes a significant 

contribution to the field. 
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I. INTRODUCTION 

In the era of the growing importance of surveillance and security, the significance of real-time detection to unusual 

behaviours has reached extraordinary levels. This research showcases this need by integrating a system which 

identifiers and captures abnormal activities which includes: running, jumping, crawling and integrating facial 

recognition for clear understanding of observed behaviour. The project directs the increasing security challenges by 

providing a detailed approach. It improves the security by detecting unusual activities though different environments, 

which contributes to the safety of individuals and assets. By involving facial recognition and alerts, it changes the 

security protocols which offers immediate insights and fast responses to threats. The implementation of this 

surveillance system guarantees to revolutionize some security protocols. It also enables threat mitigation through 

identification of unusual behaviour and immediate notifications. 

A basic surveillance system detects various activities by providing information for gathering, marketing or directing 

purposes. With that it also includes two types of observation which are: distance observation using electronic 

equipment and internet traffic. Human intelligence gathering are also a crucial part of surveillance. 

This project uses computer vision and image processing algorithms to detect and segregate human activities. An alarm 

is triggered when the activity is detected which gives an alert. In the era of growing importance of surveillance, the 

importance of real time detection and unusual behaviours has reached great levels. This research meets the 

development of a system that can not only identify and capture unusual activities but also integrates facial recognition. 

 

II. LITERATURE SURVEY 

M. Vashisht and B. Kumar have provided a study of various methods for object detection. The author discusses the 

various object detection techniques like Single Deep Neural Networks; Deep CNN based models, Viola Jones 

Algorithm, Convolution Neural Network, Face Recognition Vendor Test, and Machine Learning Based Approach 
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along with the precise results (1). K. Thakur, P. Banerjee et al discussed the simplest way of object detection. The 

paper discussed two techniques for implementation and used various libraries of OpenCV and YOLO (2). 

M. R. Islam et al have implemented human face recognition along with tracking; counting and time spent calculating 

using tools like OpenCV. The author used a pilot method for implementation using different libraries which show the 

exact outcome for the different implementations done in the project (3). S. Saranya et al, give a very easy approach to 

detecting face masks using TensorFlow, Keras, and OpenCV. It can detect faces correctly and identify whether the 

person has worn a mask or not (4). 

S. Yi et al has proposed some optimization techniques for Local Binary Pattern which is based on some face detection 

algorithms. The author has presented the acceleration of the face detection on embedded Graphical Processing Units 

(GPUs) and also represents the performance of Tegra K1 GPU (5). 

R. Thangaraj et al show a technique in which CCTV cameras can record data only when there is a motion being 

detected. It shows a reduction in the cost of the data storage device in the CCTV and can be implemented in places like 

home, office, etc. It uses Haar Cascades to detect the human face from real-time images and then after the face is 

detected, it is cropped and then fed into gender classification. The results gave an accuracy of 97 percent (6). 

 

III. PROPOSED SYSTEM 

Fig 1, showcases the proposed system architecture of the project. The home page consists of the login page which 

allows the user to log in to the website with their credentials, the contact us page which contains links to different social 

media pages like Facebook, GitHub, Instagram, and LinkedIn and the dashboard which serves as the main functionality 

of the website. The dashboard allows users to conduct surveillance with precision enabling the detection of human 

activities like running, crawling, and jumping. It is developed using some powerful tools which include OpenCV, 

YOLO, MediaPipe, and Flask. When the camera detects the presence of a human in front of it, it immediately captures 

the live footage of it and in the meantime, this live footage is uploaded to the server. When the live footage is captured 

by the system, it analyses the movement of the human and along with that, we can see the timestamp of the human’s 

interactions when it is in front of the camera. Whether the human is running, crawling, or jumping, the system 

categorizes these activities and then saves this movement in the console to analyse later on. In the event of any 

movement detected by the camera, the system immediately sends an alarm to the dashboard to show that an activity is 

detected. 

 
Fig. 1 System Architecture 

Fig. 2 shows an example of a low-resolution image which would not be acceptable, whereas Fig. 3 shows an example 

of an image with adequate resolution. Check that the resolution is adequate to reveal the important detail in the figure. 
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IV. METHODOLOGY 

The proposed system aims to detect human and non-human entities by leveraging distinctive features between human 

and non-human. Features are the Nose, left ear, right ear, left eye, right eye, wrist, knee, etc. These distinctive features 

(body parts) play a vital role in classifying humans and non-humans through the recognition and analysis of the features. 

The proposed system detects the jumping activity by analyzing the changes in vertical position. By monitoring features 

such as ears and shoulders, the system checks for predefined thresholds and indicates that the person is jumping. When 

the person is jumping, the landmarks such as thighs and calves come together at the same level which aids the system to 

detect the person jumping more precisely. The system identifies all landmarks across the human body. Then system 

performs a comparative study between the landmarks of the ankle and the knees. It compares the levels of feet and the 

level of calves, if the levels coincide then the system detects the running. 

To detect crawling, the system checks the proximity of the hand and knee landmarks to the ground. The system 

calculates the vertical distance between these landmarks and the defined ground plane to determine crawling. The 

system can detect multiple objects based on separating each object either human or non-human. This feature is very 

essential to detect multiple intrusions through the defense. The process of analyzing abnormal movements is done by 

first marking the landmarks on the body of the human and calculating the distance of landmarks to determine the initial 

position of the human and proving them an ID through face recognition. 

The distance can be calculated using the formula: 

  
Face recognition software is used to detect the person with abnormal movements and to help in post-accident 

investigation after saving the person's activities into the database. It is also used to keep track of the same person and 

give them the same ID even if they leave the frame and re-enter it. 

To detect a face and mark it: 

 To detect eyes: 

  rects={(w,x,y,h) | H(w,x,y,h)> Threshold} 

 detect(roi.copy(),nested) 

The system then tries to detect any abnormal movement and if some it immediately sends the user an alarm regarding 

some abnormal behavior. 

 

Jumping Detection: 

Step 1: Initialize Variables 

Step 2: Calculate Differences for left and right shoulder and ear dxl_Ear | Xl_Ear - Xprev_L_Ear | dxr_Ear | 

Yprev_L_Ear | dyr_Ear | Yr_Ear - Yprev_R_Ear | dxr_Shoulder | Xr_Shoulder - Xprev_R_Shoulder | dyr_Shoulder | 

Yr_Shoulder - Yprev_R_Shoulder | dxl_Shoulder | Xl_Shoulder - Xprev_l_Shoulder | dyl_Shoulder | Yl_Shoulder - 

Yprev_l_Shoulder |  

Step 3: Updating Previous Coordinates 

If the right and left - ear and shoulder are greater than jump then the alarm will be triggered for jumping. 

 

Running Detection: 

A comparison of knees and ankles is used to determine if the person is running. If the level of landmarks of feet and 

calves are on the same level the user is assumed to be running in the frame. 

Step 1: Mark the knees and ankles Plk and Pla = left_knee left_ankle Prk and Pra = right_knee right_ankle  

Step 2: Calculate the angles 

 Θlk = atanl and Θrk = atanl 

Step 3: Check for running Pose = Θlk > RunT h 

 P ose = Θrk > RunT h 
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Crawling Detection 

Crawling is determined by the close proximity of hand and feet to the ground and a distance is calculated to determine if 

the person in frame is crawling or not. 

Step 1: Calculate distance from the ground pose_landmarks = result 

   mean position = [mean(landmarks array)] 

 distance =      √(x1 mean_position[0])2 | (y1 mean_position[1])2 

 

V. RESULTS AND DISCUSSION 

The proposed system provides the significant result in detection of human and non-human entities by leveraging 

distinctive features such as the nose, left ear, right ear, left eye, right eye, wrist, knee, etc. with an accuracy of 93 

percent (as shown in figure 2), also the results are robust to the environment and background of the image. 

 
Fig 2: Landmark Detection On Human 

The system detects the jumping accurately by 91 percent (as shown in Figure 3). It also detects running with 89 percent 

accuracy (as shown in Figure 4) detection of crawling is 90 percent (as shown in Figure 5). The system can detect 

multiple objects (as shown in Figure 8). Uniquely, the frames do not overlap or get confused if two people are standing 

close to each other. This feature increases the reliability of the system, providing a strong solution for dynamic 

environments such as crowded places. It can detect multiple objects with 93 percent accuracy, and also it detects the 

object name with 90 percent accuracy. Figure 7 Shows, the detection of a teddy bear. The results obtained accurately 

identify and classify objects within the monitored environment. For instance, the system can differentiate between a 

person engaged in dynamic movements, a dog exhibiting distinctive behavior, and a stationary soft toy. The system 

provides an accuracy of about 90 percent with varying around different objects and environments. 

 
Fig 3: Running Detection 
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Fig 4: Crawling Detection 

 
Fig 5: Detecting Multiple Objects 

Fig 6: Detecting Object Name 

 
Fig 7: Detecting Humans at Night 

The system can detect humans or objects in low-light conduction (Night). It includes the ability to discern activities, 

identify specific objects, and categorize them accurately even when ambient light is limited. The accuracy of detecting 

69 percent which is relatively low as it is difficult to identify body landmarks in the dark (as shown in Figure 7). 
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VI. CONCLUSION 

The proposed system has the ability the recognize objects and body landmarks with any movement in the real-time 

identification and analysis of human behaviors. The implementation of these technologies has led to a broad 

understanding of observed activities. The software is reliable because of the accuracy of the system. This system also 

showcases the potential for advancements in surveillance systems and emphasizing the importance of privacy in the real 

of evolving technologies. Hence, the system can classify the human and statue of human based on human body 

temperature and the result can be improvised by considering rhythmic heartbeat. 
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