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Abstract: In general, agriculture is the backbone [Grab your reader’s attention with a great quote from the 

document or use this space to emphasize a key point. To place this text box anywhere on the page, just drag 

it.]of India and also plays an important role in Indian economy by providing a certain percentage of 

domestic product to ensure the food security. But now-a-days, food production and prediction is getting 

depleted due to unnatural climatic changes, which will adversely affect the economy of farmers by getting a 

poor yield and also help the farmers to remain less familiar in forecasting the future crops. This research 

work helps the beginner farmer in such a way to guide them for sowing the reasonable crops by deploying 

machine learning, one of the advanced technologies in crop prediction. Naive Bayes, a supervised learning 

algorithm puts forth in the way to achieve it. The seed data of the crops are collected here, with the 

appropriate parameters like temperature, humidity and moisture content, which helps the crops to achieve 

a successful growth. In addition as the software, a mobile application for Android is being developed. The 

users are encouraged to enter parameters like temperature and their location will be taken automatically in 

this application in order to start the prediction process.. 
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I. INTRODUCTION 

From ancient days, agriculture is considered as the main source of supply to satisfy the daily needs of human lives. It 

is also considered a primary occupation, and also one of the India's major industrial sectors. The farmers are ought 

to follow a traditional naked eye observation and yielded healthy crops without the involvement of chemicals for 

animals and also to their cultivation land in order to keep healthy diversity. But nowadays, weather conditions are 

being rapidly changing against the elemental assets to deplete the food and increase the security. In meantime, the 

GDP in agricultural sector is keep on decreasing, where in 2005 it was about 17.2%, in 2012 it was 11.1, in 2018 it 

was 5% and in first quarterly year of 2109- 2020 it came down to 2%. Approximately 80 percent of farmers 

come from rural areas, and  if the revenue from crop production goes down, their lifestyle would be influenced by the 

farms at industry level. 

This makes sense to farmers in India to show some special concern towards effective and precision farming. In India 

there are multiple ways to rise the crop learn profit and improve the standard of the crops so as to keep up the economic 

growth within the field of agriculture. So, the deployment of one of the recent advancement in technology such as, 

Machine learning is one among the answer for predicting the crop with relation to atmospheric & soil parameter of 

the agricultural land. Since, now-a-day’s climatic conditions aren’t predictable like decades ago. It is changing day by 

day due to globalization. 

Hence, the farmers are facing difficulties in forecasting the weather and crops based on climate data. In recent 

years the advancement of Machine Learning plays a crucial role in every field including agriculture, here the crop 

prediction process done with consolidating the preceding data and the present data of a particular month to prove the 

accuracy of climatic data. Machine learning may be a methodology of analyzing information to automatize the given 

model and may be a branch of AI depend on the concept that systems will study from data to form selections with 

minimal human intervention. There may be a logical classifier, where a naive mathematician who predicts 

membership opportunities for each group, such as the possibility that knowledge belongs to a specific class. 
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The proposed system analyzes the application of supervised machine learning approaches the class with the very best 

chance is taken into account as the possibly class. Here the category is nothing however the crop that get foretold for 

the given input parameters. Once the crop is foretold, it will facilitate the farmers to predict the affordable crop for 

their individual land. Then, the farmers is guided with an application in mobile tend to make them to understand that 

what quite seeds we will tend to sow in land to induce higher yielding. Within the past preceding data, crop prediction 

was calculated by analyzing farmer's previous expertise on climatic condition. So, the correct data regarding history 

of climatic condition is a vital factor for creating selections in choosing crops. Therefore, this paper proposes a 

thought to predict the affordable crop for the given input parameter for the poor farmers using machine learning. 

Thereby this proposed work will suggest the farmers with effective solutions for more profitable cultivation, 

 

II. RELATED WORK 

Agricultural machine learning is a new technology; where a large number of researches have been done with the 

technology imposing in the field of agriculture using machine learning. In Machine learning, where   the system is 

capable   of   learning   by itself without specified any programming so it improves machine efficiency by sensing and 

describing drive data consistency and pattern. Machine learning can be classified into 3 types based on the learning 

techniques– supervised learning, unsupervised learning, and recurrent learning. 

Arun Kumar & et al., “Efficient Crop Yield Prediction Using Machine Learning Algorithms” [1], In this study, the 

classification of crop yields was performed to batch using Artificial neural networks based on yield productivity. 

And it will define the range of productivity. Regression is carried out to obtain the real crop yield and the 

expected cost. Nithin Singh & saurabh chaturvedi, “Weather forecasting using machine learning” [2] is consider for 

collecting historical weather data from various weather stations to forecast weather conditions for future. Aakash 

Parmar & Mithila Sompura, “Rainfall prediction using Machine Learning Techniques” [3] is taken into account to get 

the knowledge in predicting the weather for crop prediction. Sachee Nene & Priya, “Prediction of Crop yield using 

Machine Learning” [4], to know about the prediction crop with respect to atmospheric & soil parameters. Ramesh 

Medar & Anand M. Ambekar, “Sugarcane Crop prediction Using Supervised Machine Learning” [5], is considered in 

order to get to predict the unique crop by applying descriptive analytics using three datasets like as Soil dataset, 

Rainfall dataset, and Yield dataset as a combined dataset. Andrew Crane Droesch, “Machine learning methods for crop 

yield prediction and climate change impact assessment in agriculture” [6], is proposed semi parametric variant of a 

deep neural network model for crop prediction and evaluate the effects of climate change. Vinita Shah & Prachi 

Shah, "Groundnut Prediction Using Machine Learning Techniques“[7], is taken soil, environment and abiotic attributes 

for predicting the groundnut yield using different ML algorithms. The accuracy of the prediction was compared 

using RMSE. Renuka & Sujata Terdal,"Evaluation of Machine Learning Algorithms for Crop Prediction"[8], deals with 

estimation of crop yield from precipitation and soil input. For prediction, supervised learning algorithms were used. 

The algorithms were compared using MSE for finding an optimal crop prediction. P. Vinciya, Dr. A. Valarmathi, 

“Agriculture Analysis for Next Generation High Tech Farming in Data Mining” [9], discuss MLR method for 

analyzing crops and decision tree algorithm for classification of more than 350 data. It classifies real estate, organic and 

inorganic soil types. Shivnath Ghosh,Santanu Koley, “Machine Learning for Soil Fertility and Plant Nutrient 

Management using Back Propagation Neural Networks” [10], detailed the Back Propagation Network to estimate the 

testing data. The hidden layers of Back Propagation Network responsible for the prediction of soil properties. This 

method provides great accuracy than the usual method. 

 

III. PROPOSED SYSTEM 

The proposed system follows Naive Bayes classifier, the supervised learning algorithm consist of the four levels to 

calculated and predict the crop for the suitable climate in phenomenon such as, 

3.1 Data Collection 

Data is composed from a different source and optimized for data sets. And the data is used to evaluate descriptively. 

Several abstract online outlets, like Kaggle, Google weather forestation and data government, provide the data for up to 

10years in series. The data sets such as soil nature, climatic conditions and seed data are used for the crop prediction 

and better crop yields. 
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3.2 Preprocessing Step 

Preprocessing the data is considered as a significant step machine learning phase. Preprocessing involves adding the 

missing values, the correct set of data, and extracting the functionality. Data set form is important to the process of 

analysis. The data collected in this step will induced in Google Colab platform in the form of python programming in 

order to get the desired output. 

 

3.3 Feature Extraction 

Extraction of the features would reduce the data size involved to characterize a wide collection of data. The 

characteristics of soil, crop and weather collected from the pretreatment process establish the final training data 

collection. This approach selects the features based on the correlation matrix i.e. the features that has more correlation 

value is selected as an important predictive function for yield as shown in fig.1 

 
Fig. 1. Steps in proposed system 

 

3.4 Data Prediction 

In advance to this step there need to split the data into train dataset and test dataset. By applying the Naïve Bayes 

Gaussian classifier the data is trained with available input and output data. In the test phase, the data are tested if the 

accuracy of e model is satisfied. Then the new data is predicted by machine learning module. 

 

IV. SYSTEM WORKING 

4.1 Hardware and Software Implementation 

Energized ATMega imposed arduino UNO microcontroller has 20 digital input/output pin used to control the given 

process for the connected input & output components through programming in Arduino software taken into account for 

data collection from DHT 11 sensor module. The DHT11 is a digital temperature and humidity sensor that has two 

inputs & one output pin. This sensor is used to measure the surrounding temperature & humidity of air at high 

accuracy with more timing to grab the data. The sensor starts dysfunction when its finds the temperature over 

680°C. In meantime, the soil moisture sensor is used to measure the moisture content (water) of the soil. 

In the figure 2 hardware setup, where the components used in the proposed work are mentioned as, Arduino UNO with 

Atmega processor is cited as 1, Dht11 temperature and moisture sensor is cited as 2 and the soil moisture is cited as 

3. 
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Fig. 2: Hardware setup 

The collected data then send to the Google Colab, an open-source platform which is written completely in Python and 

is designed for data analyst. Google Colab offers built-in integration with many popular scientific packages including 

Numpy, Pandas. 

 

4.2 Process Block Diagram of the System 

The proposed system consist of four major process includes, collection of preceding data   about   the weather, 

collecting present data, data consolidation and seed data collection and the block diagram representing the above 

process are shown in fig. 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Block Diagram 

Data collection, pre-processing of data, selection of features, and prediction are consider as various steps involved in 

crop yield prediction and the process flow shown in the fig.4 
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Fig. 4: System process flow 

 

4.3 Collecting Preceding Data 

The preceding data collection includes the temperature, humidity of air, moisture of the soil & rainfall for a month from 

the platform that contains data at high accuracy for example weather station. The need for collecting the preceding data 

will be explained in the following section and the collected data represented in the sheet as shown in fig.5. 

Fig. 5: Preceding data [Excel Sheet] 

 

4.4 Collecting Present Data 

After collecting the preceding data, the present data is collected for a month by using the designed Arduino setup as 

shown in fig.8 that has Arduino Uno board, DHT11 sensor & moisture sensor. Each component in this set-up 

performs particular operation to collect the data at present. Once the controller gets powered up the sensor 

connected to it will sense the data with some time delay, stored as .csv file and transfer to the controller board then 

to cloud. The sensor value is displayed on the screen as output value sensed by the respective sensor. 
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Fig. 6: Arduino Uno Set-Up 

After getting the temperature, humidity, moisture value additionally added sensor to get pH & rainfall value as a 

present data. The need for collecting the present data will be explained in the following section and the resultant 

image of the present data being collected is shown in fig. 7 

 
Fig. 7: Present Data [Excel Sheet] 

 

4.5 Collection of Seed Data 

After getting graphical output from the consolidation process, expressing the average to determine the accuracy 

between them. The Seed data is collected for different crops considering different parameter values to grow healthy. 

The collected crops will be favorable to the climate of city erode for better yielding. Thus the collected data is stored 

in the excel sheet. 
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Fig. 8: Seed Data [Excel Sheet] 

 

4.6 Consolidation of Data 

The need for collecting the preceding and present is to perform consolidation process for checking accuracy between 

them. When there is a reasonable accuracy then there will be no occurrence of problem in predicting output. To perform 

consolidation process there need to perform the python programming in a Google Colab platform that has panda & 

numpy library in it to perform mathematical operation like average. Thus, both the data is fed into the program to obtain 

the average output value in graphical form. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: Average output of data 

The consolidation of data and decision making is the major step involved in this mentioned work. Wherein. Naive 

Bayes classifier, a Supervised learning algorithm in this precision agriculture helps to construct the most accurate and 

efficient model to predict crop and also the yield. 

 
Fig. 10: Supervised Naive Bayes process flow 
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The Naive Bayes extension is known as the Gaussian Naive Bayes. The mathematics behind the algorithm is Bayes 

theorem. The Bayes Theorem predict the probability of an occurring event when the probability of already occurs event 

is known. Bayes’ theorem equation: 

  
Where, 

P (ℎ) - Probability  of hypothesis h given the seed  data d. 

(h) -Probability of data d given that the hypothesis h was known. 

P(ℎ) -Hypothesis  probability  of  which  h  being  true called the prior probability of h. 

() -Probability of the  data  (independent  of  the hypothesis). 

For finding the maximum probability of hypothesis then the equation 1 can be rewritten as 

  (2) 

In this type of algorithms, where the training e labeled and the goal is to find an appropriate function for mapping input 

with an output. It helps to get the desired output under the supervision of a teacher and also it has the ability to predict 

the target based on various data using high probability technique as shown in fig .10,. This algorithm also plays a main 

role in predicting seeds based on various data [Temp, Humidity, Moisture, pH & rainfall] using high probability 

technique. 

 

V. PROPOSED METHOD 

In Naïve Bayes method the accuracy of the model is 97%. In order to improve the accuracy boosting method is used. In 

boosting method the weak rule has to find and combine these rules to make it stronger. The weak rule has been found 

by iterative process. The weak rule was found by distribution of Naïve Bayes algorithm. 

For right distribution 

1. The distribution taken by base learner and allot same weight to all observation 

2. If any error occurred by prediction of 1st Naïve Bayes base algorithm, then more attention has to pay. Then next 

Naïve Bayes base algorithm has to apply 

3. Repeat the step 2 until it gives higher accuracy 

 

VI. RESULT 

After collecting the data, it is prepared to get implement in the Google Colab platform by altering it to create a ratio of 

70 % for training and 30% for testing which is done by train test library. When the data is rationed correctly, the seed 

data is fed into the program as an input as shown in fig. 11 to get predicted output. 

 
Fig. 11: Parameter Data [Input] 
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When the seed data and its parameter, black gram [sample] gets fed as an input as shown in fig. to get the sampled 

output. Where, once the parameters such as temperature, humidity, moisture, pH of the soil entered manually the crop 

gets predicted by considering the preceding data and the performance of naïve Bayes classifier algorithm carried as 

mentioned. For example the data suited for the black gram has been given in the Google Colab and it does the 

consolidation part and get back the black gram as an output as shown in fig.12 

Fig. 12: Predicted Crop [Output] 

In further an android application also developed for the farmers for their convenience where, the farmer are provided 

with options just to enter the temperature, humidity, soil moisture and pH. Using machine learning the consolidation 

of data will be getting automatically and the identified crop will be predicted as shown in fig.12 where a sample has 

shown in fig.13 while the machine learning based crop   prediction   system   has   predicted the  crop successfully for 

the given input in reference with the preceding seed data. 

 
Fig-13: Mobile Application 

 

VII. CONCLUSION 

The proposed supervised machine learning using naive Bayes Gaussian classifier with boosting algorithm is developed 

to predict the crop at high accuracy. Thus, the seed is predicted as an output for the given input parameter. This work 

may greatly help the needy farmers who have less knowledge in predicting the crops for developing a sustainable 

future. In future it may also extend to suggest the fertilizer, suitable guidelines for cropland and crops for the given 

input. In addition, source of sunlight and crop health are monitored at regular intervals and it is also taken into the 

account for achieving a better crop yield 
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