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Abstract: Brain tumors are a deadly disease with a life expectancy of only a few months in the most 

advanced stages. As a result, therapy planning is an important step in improving patients' quality of life. 

Various image techniques, such as Computed Tomography (CT), Magnetic Resonance Imaging (MRI), and 

Ultrasound images, are commonly used to assess tumors in the brain, lung, liver, breast, prostate, and 

other organs. MRI images are used to diagnose brain tumors in particular in this work .However the 

massive amount of data generated by MRI scan thwarts manual classification of tumor vs non-tumor in a 

particular time. As a result, a reliable and automatic classification technique is required to reduce the 

human fatality rate. Deep Learning has sparked a lot of interest in recent years. It has been widely used in 

a variety of applications and has proven to be an effective machine learning technique for a variety of 

complicated issues. The use of Convolution Neural Networks (CNN) classification for automatic brain 

tumor detection is proposed in this paper. Small kernels are used to create the deeper architecture.  When 

compared to all other state-of-the-art methodologies, experimental results demonstrate that CNN archives 

have a rate of 97.5 percent accuracy with little complexity. 

 

Keywords: Convolution Neural Networks (CNN), Kernels, Machine learning, Magnetic Resonance 

Imaging (MRI). 

 

REFERENCES 

[1]. C.-J. Hsiao, E. Hing, and J. Ashman, ‘‘Trends in electronic health record system use among office-based 

physicians: United states, 2007–2012,’’ Nat. Health Stat. Rep., vol. 75, pp. 1–18, May 2014.  

[2]. R. Smith-Bindman et al., ‘‘Use of diagnostic imaging studies and associated radiation exposure for patients 

enrolled in large integrated health care systems, 1996–2010,’’ JAMA, vol. 307, no. 22, pp. 2400–2409, 2012.  

[3]. E. H. Shortliffe, Computer-Based Medical Consultations: MYCIN, vol. 2. New York, NY, USA: Elsevier, 

1976.  

[4]. G. Litjens et al. (Jun. 2017). ‘‘A survey on deep learning in medical image analysis.’’ [Online]. Available: 

https://arxiv.org/abs/1702.05747 

[5]. W. S. McCulloch and W. Pitts, ‘‘A logical calculus of the ideas immanent in nervous activity,’’ Bull. Math. 

Biol., vol. 5, nos. 4, pp. 115–133, 1943.  

[6]. F. Rosenblatt, ‘‘The perceptron: A probabilistic model for information storage and organization in the 

brain,’’ Psychol. Rev., vol. 65, no. 6, pp. 365–386, 1958. 

[7]. D. H. Hubel and T. N. Wiesel, ‘‘Receptive fields, binocular interaction and functional architecture in the 

cat’s visual cortex,’’ J. Physiol., vol. 160, no. 1, pp. 106–154, 1962.  

[8]. K. Fukushima and S. Miyake, ‘‘Neocognitron: A self-organizing neural network model for a mechanism of 

visual pattern recognition,’’ in Competition and Cooperation in Neural Nets. Berlin, Germany: Springer, 

1982, pp. 267–285.  

[9]. Y. LeCun et al., ‘‘Backpropagation applied to handwritten zip code recognition,’’ Neural Comput., vol. 1, no. 

4, pp. 541–551, 1989.  



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 1, September 2022 
 

Copyright to IJARSCT                  DOI: 10.48175/IJARSCT-7108 300 

www.ijarsct.co.in 

Impact Factor: 6.252 

[10]. D. E. Rumelhart, G. E. Hinton, and R. J. Williams, ‘‘Learning representations by back-propagating errors,’’ 

Nature, vol. 323, pp. 533–536, Oct. 1986.  

[11]. A. Krizhevsky, I. Sutskever, and G. E. Hinton, ‘‘ImageNet classification with deep convolutional neural 

networks,’’ in Proc. Adv. Neural Inf. Process. Syst., 2012, pp. 1097–1105.  

[12]. D. Shen, G. Wu, and H.-I. Suk, ‘‘Deep learning in medical image analysis,’’ Annu. Rev. Biomed. Eng., vol. 

19, pp. 221–248, Mar. 2017.  

[13]. K. Suzuki, ‘‘Overview of deep learning in medical imaging,’’ Radiol. Phys. Technol., vol. 10, no. 3, pp. 257–

273, 2017.  

[14]. H. Greenspan, B. van Ginneken, and R. M. Summers, ‘‘Guest editorial deep learning in medical imaging: 

Overview and future promise of an exciting new technique,’’ IEEE Trans. Med. Imag., vol. 35, no. 5, pp. 

1153–1159, May 2016. 

[15]. D. Adams. (2017). Publish or Perish 5. Accessed: Oct. 30, 2017. [Online]. Available: 

https://harzing.com/resources/publish-or-perish/windows 

[16]. K. Clark et al., ‘‘The cancer imaging archive (TCIA): Maintaining and operating a public information 

repository,’’ J. Digit. Imag., vol. 26, no. 6, pp. 1045–1057, 2013.  

[17]. X. Wang, Y. Peng, L. Lu, Z. Lu, M. Bagheri, and R. M. Summers. (Dec. 2017). ‘‘ChestX-ray8: Hospital-

scale chest X-ray database and benchmarks on weakly-supervised classification and localization of common 

thorax diseases.’’ [Online]. Available: https://arxiv.org/abs/1705. 02315 

[18]. E. Gibson et al. (Oct. 2017). ‘‘NiftyNet: A deep-learning platform for medical imaging.’’ [Online]. 

Available: https://arxiv.org/abs/1709.03485 

[19]. Senthil kumar, V., Prasanth, K. Weighted Rendezvous Planning on Q-Learning Based Adaptive Zone 

Partition with PSO Based Optimal Path Selection. Wireless Personal Communications 110, 153–167 (2020). 

https://doi-org.libproxy.viko.lt /10.1007/s11277-019-06717-z. 

[20]. O. Ronneberger, P. Fischer, and T. Brox, ‘‘U-net: Convolutional networks for biomedical image 

segmentation,’’ in Proc. Int. Conf. Med. Image Comput. Comput.-Assist. Intervent., 2015, pp. 234–241.  

[21]. F. Milletari, N. Navab, and S.-A. Ahmadi, ‘‘V-net: Fully convolutional neural networks for volumetric 

medical image segmentation,’’ in Proc. 4th Int. Conf. 3D Vis. (3DV), Oct. 2016, pp. 565–571.  

[22]. K. Kamnitsas et al., ‘‘Efficient multi-scale 3D CNN with fully connected CRF for accurate brain lesion 

segmentation,’’ Med. Image Anal., vol. 36, pp. 61–78, Feb. 2017.  

[23]. I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. Cambridge, MA, USA: MIT Press, 2016. 

[24]. Dr. V. Senthil kumar, Mr. P. Jeevanantham, Dr. A. Viswanathan, Dr. Vignesh Janarthanan, Dr. M. 

Umamaheswari, Dr. S. Sivaprakash Emperor Journal of Applied Scientific Research  “Improve Design and 

Analysis of Friend-to-Friend Content Dissemination System ”Volume - 3 Issue - 3 2021 

[25]. V.Senthilkumar , K. Prashanth” A Survey of Rendezvous planning Algorithms for Wireless Sensor Networks 

International Journal of communication and computer Technologies, Vol 4 Issue No 1 (2016) 

[26]. Dr.Vignesh Janarthanan, Dr.Venkata Reddy Medikonda,.Er.Dr.G.Manoj Someswar Proposal of a Novel 

Approach for Stabilization of the Image from Omni-Directional System in the case of Human Detection & 

Tracking “American Journal of Engineering Research (AJER)” vol 6 issue 11 2017 

[27]. Sowmitha, V., and Mr V. Senthilkumar. "A Cluster Based Weighted Rendezvous Planning for Efficient 

Mobile-Sink Path Selection in WSN." International Journal for Scientific Research & Development Vol 2 

Issue 11 2015 

[28]. Viswanathan, A., Arunachalam, V. P., & Karthik, S. (2012). Geographical division traceback for distributed 

denial of service. Journal of Computer Science, 8(2), 216. 

[29]. Anurekha, R., K. Duraiswamy, A. Viswanathan, V.P. Arunachalam and K.G. Kumar et al., 2012. Dynamic 

approach to defend against distributed denial of service attacks using an adaptive spin lock rate control 

mechanism. J. Comput. Sci., 8: 632-636. 

[30]. Viswanathan, A., Kannan, A. R., & Kumar, K. G. (2010). A Dynamic Approach to defend against 

anonymous DDoS flooding Attacks. International Journal of Computer Science & Information Security. 



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 1, September 2022 
 

Copyright to IJARSCT                  DOI: 10.48175/IJARSCT-7108 301 

www.ijarsct.co.in 

Impact Factor: 6.252 

[31]. Kalaivani, R., & Viswanathan, A. HYBRID CLOUD SERVICE COMPOSITION MECHANISM WITH 

SECURITY AND PRIVACY FOR BIG DATA PROCESS., International Journal of Advanced Research in 

Biology Engineering Science and Technology, Vol. 2,Special Issue 10, ISSN 2395-695X. 

[32]. Ardra, S., & Viswanathan, A. (2012). A Survey On Detection And Mitigation Of Misbehavior In Disruption 

Tolerant Networks. IRACST-International Journal of Computer Networks and Wireless Communications 

(IJCNWC), 2(6). 

[33]. Umamaheswari, M., & Rengarajan, N. (2020). Intelligent exhaustion rate and stability control on underwater 

wsn with fuzzy based clustering for efficient cost management strategies. Information Systems and e-

Business Management, 18(3), 283-294. 

[34]. Babu, G., & Maheswari, M. U. (2014). Bandwidth Scheduling for Content Delivery in VANET. International 

Journal of Innovative Research in Computer and Communication Engineering IJIRCCE, 2(1), 1000-1007. 

 


