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Abstract: Today, virtual voice-assistants are used for manifold purposes. Besides their promising potential, 

many users are concerned about their privacy and what happens to the data recorded by the voice assistant. 

Relating the well-known privacy utility trade-off, we found out that not the price of a voice assistant is the 

most important factor for its acceptance, but privacy. Nevertheless, the acceptance of voice assistance and 

the decision to use a voice assistant always depends on a combination of different factors, of which privacy 

seems to be most important. 
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