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Abstract: Since the vast majority of the current air quality Index i.e (AQI) foreseeing models zeroed in on 

forecast of the time series information of a solitary objective observing station, they neglected to consider 

the connection and shared impact among the air quality checking station destinations and the spatio-transient 

attributes of air quality. This will prompt a specific one-sidedness during air quality expectation of a specific 

site. A prototype to predict the AQI for a short period of time was based on the K-nearest algorithm and long 

short memory was proposed. The air quality index of stations was made into data sets and fed for testing 

processing of data in the LSTM model whose prediction accuracy was dependent on the time correlation. 

Long Short-term Memory Neural Network: The Recurrent Neural Network problem which involved 

disappearing gradient when dealing with long term dependency came to an end with development of Long 

Short-Term Memory (LSTM) model .The working of this special type of RNN involves adding of additional 

layer of memory units such that the time series controllable and maintainable by using the 3 controllers to 

control the more than one memory cells in the memory units. KNN algorithm: When it comes to classification 

in the machine learning the K nearest neighbour algorithm stands in prominence, the algorithm works by 

predicting the relationship and distance between the data sets or samples given of different sort.. 

 

Keywords: LSTM, RNN, KNN 

 

REFERENCES 

[1]. Anikender Kumar, PramilaGoyal, “Forecasting of air quality in Delhi using principal component regression 

technique”, Atmospheric Pollution Research, 2 (2011) 436-444 

[2]. Aditya C R, Chandana R Deshmukh, Nayana D K, Praveen Gandhi Vidyavastu, “Detection and Prediction of 

Air Pollution using Machine Learning Models”, International Journal of Engineering Trends and Technology 

(IJETT) – volume 59 Issue 4 – May 2018 

[3]. Heidar Malek, Armin Sorooshian, Gholamreza Goudarzi, Zeynab Baboli, Yaser Tahmasebi Birgani, Mojtaba 

Rahmati, “Air pollution prediction by using an artifcial neural network model”, Clean Technologies and 

Environmental Policy, (2019) 21:1341–1352. 

[4]. Nidhi Sharma , ShwetaTaneja , VaishaliSagar , Arshita Bhatt, “Forecasting air pollution load in Delhi using data 

analysis tools”, ScienceDirect, 132 (2018) 1077– 1085. 

[5]. Ziyue Guan and Richard O. Sinnot, “Prediction of Air Pollution through Machine Learning on the cloud”, 

IEEE/ACM5th International Conference on Big Data Computing Applications and Technologies (BDCAT), 

978-1-5386-5502-3/18/$31.00 2018 IEEE DOI 10.1109/BDCAT.2018.00015. 

[6]. Mohamed Shakir, N. Rakesh, “Investigation on Air Pollutant Data Sets using Data Mining Tool”, IEEE Xplore 

Part Number:CFP18OZV-ART; ISBN:978-1- 5386-1442-6. 

[7]. Huixiang Liu, Qing Li, Dongbing Yu, Yu Gu, “Air Quality Index and Air Pollutant Concentration Prediction 

Based on Machine Learning Algorithms”, Applied Sciences, ISSN 2076-3417; CODEN: ASPCC7, 2019, 9, 

4069; doi:10.3390/app9194069 


