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Abstract: The first definition about the smart cities was put forward by Caragliu as “The city is considered 

smart when its investment in man, socially improves quality of life through co-management.” In this paper 

we will discuss about the technologies used in smart cities. A collection of varied variables established to the 

concept of the smart city and key elements of the identified city’s success was identified by examining current 

definitions of smart city performance and the diversity of different concepts such as the smart city. This paper 

describes about the intelligence technologies used in various smart cities to make the one. 
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