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Abstract: Plant disease identification is vital for agriculture because it is essential for enhancing crop yields. 

Visual plant disease analysis is a novel technique to handle this problem because to recent developments in 

image processing. There are, however, few works in this field, let alone comprehensive studies. We investigate 

the challenge of visual plant disease detection for plant disease diagnosis in this research. Plant disease 

photos, in comparison to other types of photographs, tend to have randomly dispersed lesions, varied 

symptoms, and complex backgrounds, making discriminative information difficult to capture. We created a 

new large-scale plant disease dataset containing 271 plant disease categories and 220,592 photos to aid 

plant disease recognition studies. We approach plant disease recognition using this dataset to emphasise sick 

portions by reweighting both visual regions and loss to determine the discriminative level of each patch, we 

first compute the weights of all the divided patches from each image based on the cluster distribution of these 

patches. Then, during weakly-supervised training, we assign weight to each loss for each patch-label pair to 

enable discriminative disease component learning. Finally, we use the LSTM network to encode the weighed 

patch feature sequence into a comprehensive feature representation, extracting patch features from the 

network trained with loss reweighting. Extensive tests on this and another publicly available datasets show 

that the proposed strategy is superior. We anticipate that our study will advance the plant disease recognition 

agenda in the image processing community. 
 

Keywords: Convolutional neural network (CNN), Active Contour Method, Deep learning. 

 

REFERENCES 

[1]. Z. Li et al., “Non-invasive plant disease diagnostics enabled by smartphone-based fingerprinting of leaf 

volatiles,” Nature Plants, vol. 5, no. 8, pp. 856–866, Aug. 2019.  

[2]. G. Litjens et al., “A survey on deep learning in medical image analysis,” Med. Image Anal., vol. 42, pp. 60–

88, Dec. 2017.  

[3]. W. Min, S. Jiang, L. Liu, Y. Rui, and R. Jain, “A survey on food computing,” ACM Comput. Surv., vol. 52, 

no. 5, pp. 92:1–92:36, 2019. 

[4]. E. Moen, D. Bannon, T. Kudo, W. Graf, M. Covert, and D. Van Valen, “Deep learning for cellular image 

analysis,” Nature Methods, vol. 16, no. 12, pp. 1233–1246, 2019.  

[5]. A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification with deep convolutional neural 

networks,” in Proc. Neural Inf. Process. Syst., 2012, pp. 1106–1114.  

[6]. A. Bauer et al., “Combining computer vision and deep learning to enable ultra-scale aerial phenotyping and 

precision agriculture: A case study of lettuce production,” Horticulture Res., vol. 6, no. 1, pp. 1–12, Dec. 2019. 

[7]. S. Sladojevic, M. Arsenovic, A. Anderla, D. Culibrk, and D. Stefanovic, “Deep neural networks based 

recognition of plant diseases by leaf image classification,” Comput. Intell. Neurosci., vol. 2016, pp. 1–11, May 

2016.  

[8]. J. Wang, L. Chen, J. Zhang, Y. Yuan, M. Li, and W. Zeng, “CNN transfer learning for automatic image-based 

classification of crop disease,” in Image and Graphics Technologies and Applications. Beijing, China: Springer, 

2018, pp. 319–329.  

[9]. K. P. Ferentinos, “Deep learning models for plant disease detection and diagnosis,” Comput. Electron. 



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

          International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 1, June 2022 
 

Copyright to IJARSCT                  DOI: 10.48175/IJARSCT-4619 469 
www.ijarsct.co.in 

Impact Factor: 6.252 

Agricult., vol. 145, pp. 311–318, Feb. 2018. 

[10]. G. Wang, Y. Sun, and J. Wang, “Automatic image-based plant disease severity estimation using deep learning,” 

Comput. Intell. Neurosci., vol. 2017, pp. 1–8, Jul. 2017.  

[11]. M. RuBwurm and M. Korner, “Temporal vegetation modelling using long short-term memory networks for 

crop identification from mediumresolution multi-spectral satellite images,” in Proc. IEEE Conf. Comput. Vis. 

Pattern Recognit. Workshops (CVPRW), Jul. 2017, pp. 11–19. 

[12]. M. Brahimi, M. Arsenovic, S. Laraba, S. Sladojevic, K. Boukhalfa, and A. Moussaoui, “Deep learning for plant 

diseases: Detection and saliency map visualisation,” in Human and Machine Learning. Cham, Switzerland: 

Springer, 2018, pp. 93–117.  

[13]. W. Ge, X. Lin, and Y. Yu, “Weakly supervised complementary parts models for fine-grained image 

classification from the bottom up,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 

2019, pp. 3034–3043.  

[14]. A. J. Wakeham, G. Keane, and R. Kennedy, “Field evaluation of a competitive lateral-flow assay for detection 

of alternaria brassicae in vegetable Brassica crops,” Plant Disease, vol. 100, no. 9, pp. 1831–1839, Sep. 2016. 

[15]. A. K. Lees, L. Sullivan, J. S. Lynott, and D. W. Cullen, “Development of a quantitative real-time PCR assay 

for phytophthora infestans and its applicability to leaf, tuber and soil samples,” Plant Pathol., vol. 61, no. 5, pp. 

867–876, Oct. 2012.  

[16]. C. H. Bock, G. H. Poole, P. E. Parker, and T. R. Gottwald, “Plant disease severity estimated visually, by digital 

photography and image analysis, and by hyperspectral imaging,” Crit. Rev. Plant Sci., vol. 29, no. 2, pp. 59–

107, Mar. 2010. 

[17]. F. Ahmad and A. Airuddin, “Leaf lesion detection method using artificial bee colony algorithm,” in Advances 

in Computer Science and its Applications, vol. 279. Beijing, China: Springer, 2014, pp. 989–995.  

[18]. S. Prasad, P. Kumar, and A. Jain, “Detection of disease using blockbased unsupervised natural plant leaf color 

image segmentation,” in Swarm, Evolutionary, and Memetic Computing. Beijing, China: Springer, 2011, pp. 

399–406.  

[19]. A. Ramcharan, K. Baranowski, P. Mcclowsky, B. Ahmed, and D. P. Hughes, “Using transfer learning for 

image-based cassava disease detection,” Frontiers Plant Sci., vol. 8, p. 1852, Oct. 2017.  

[20]. E. Mwebaze, T. Gebru, A. Frome, S. Nsumba, and J. Tusubira, “iCassava 2019 fine-grained visual 

categorization challenge,” 2019, arXiv:1908.02900. [Online]. Available: https://arxiv.org/abs/1908.02900. 

[21]. D. P. Hughes and M. Salathé, “An open access repository of images on plant health to enable the development 

of mobile disease diagnostics through machine learning and crowdsourcing,” 2015, arXiv:1511.08060. 

[Online].  

[22]. H. Yu and C. Son, “Apple leaf disease identification through region-of-interest-aware deep convolutional 

neural network,” 2019, arXiv:1903.10356. [Online]. Available: https://arxiv.org/abs/1903.10356. 

[23]. C. Xie et al., “Multi-level learning features for automatic classification of field crop pests,” Comput. Electron. 

Agricult., vol. 152, pp. 233–241, Sep. 2018. 

[24]. X. Wu, C. Zhan, Y.-K. Lai, M.-M. Cheng, and J. Yang, “IP102: A large-scale benchmark dataset for insect 

pest recognition,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 8787–

8796.  

[25]. J. Donahue et al., “Decaf: A deep convolutional activation feature for generic visual recognition,” in Proc. Int. 

Conf. Mach. Learn., vol. 2014, pp. 647–655.  

[26]. N. Zhang, J. Donahue, R. Girshick, and T. Darrell, “Part-based R-CNNs for fine-grained category detection,” 

in Proc. Eur. Conf. Comput. Vis., 2014, pp. 834–849.  

[27]. T. Xiao, Y. Xu, K. Yang, J. Zhang, Y. Peng, and Z. Zhang, “The application of two-level attention models in 

deep convolutional neural network for fine-grained image classification,” in Proc. IEEE Conf. Comput. Vis. 

Pattern Recognit. (CVPR), Jun. 2015, pp. 842–850. 

[28]. M. Lam, B. Mahasseni, and S. Todorovic, “Fine-grained recognition as HSnet search for informative image 

parts,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jul. 2017, pp. 6497–6506.  

[29]. T.-Y. Lin, A. RoyChowdhury, and S. Maji, “Bilinear convolutional neural networks for fine-grained visual 



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

          International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 1, June 2022 
 

Copyright to IJARSCT                  DOI: 10.48175/IJARSCT-4619 470 
www.ijarsct.co.in 

Impact Factor: 6.252 

recognition,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 40, no. 6, pp. 1309–1322, Jun. 2018. 

[30]. S. Jiang, W. Min, L. Liu, and Z. Luo, “Multi-scale multi-view deep feature aggregation for food recognition,” 

IEEE Trans. Image Process., vol. 29, pp. 265–276, 2020.  

[31]. W. Min, L. Liu, Z. Luo, and S. Jiang, “Ingredient-guided cascaded multiattention network for food 

recognition,” in Proc. 27th ACM Int. Conf. Multimedia, Oct. 2019, pp. 99–107.  

[32]. Z. Yang, T. Luo, D. Wang, Z. Hu, J. Gao, and L. Wang, “Learning to navigate for fine-grained classification,” 

in Proc. Eur. Conf. Comput. Vis., Sep. 2018, pp. 438–454.  

[33]. T. Hu and H. Qi, “See better before looking closer: Weakly supervised data augmentation network for fine-

grained visual classification,” CoRR, vol. abs/1901.09891, 2019.  

[34]. Y. Peng, X. He, and J. Zhao, “Object-part attention model for finegrained image classification,” IEEE Trans. 

Image Process., vol. 27, no. 3, pp. 1487–1500, Mar. 2018. 

[35]. J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation networks,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern 

Recognit., Jun. 2018, pp. 7132–7141.  

[36]. G.-J. Qi, “Hierarchically gated deep networks for semantic segmentation,” in Proc. IEEE Conf. Comput. Vis. 

Pattern Recognit. (CVPR), Jun. 2016, pp. 2267–2275 

 

 


