
IJARSCT 
 ISSN (Online) 2581-9429 

    

 

          International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 1, June 2022 
 

Copyright to IJARSCT                  DOI: 10.48175/IJARSCT-4577 154 
www.ijarsct.co.in 

Impact Factor: 6.252 

Benchmarking Predictive System for Detection of 
Bankruptcy using Artificial Intelligence 

Jaiprakash Prajapati1 and Kumar Abhishek2 

Manager, Data Scientist, Mumbai, India1 

Sr. Data Scientist, Bihar, India 2 

 

Abstract: Bankruptcy assessment is very important for creditors and investors who are predicting 

bankruptcy. In the future, it will be a principal area for research. In the past several years, machine 

learning methods and artificial intelligence has accomplished a big success into the prediction of 

bankruptcy. “Class imbalance Deep learning for Bankruptcy Prediction - 2020 First International 

Conference on Power, Control and Computing Technologies (I.C.P.C.2.T) – Shanmukha vellamcheti, 

Pradeep Singh” [32] research paper was examined in this study and used as a criterion to improvise 

the AUC, Accuracy, and other metrics for predicting future bankruptcy using the LightGBM algorithm, 

a fast and high-performance open source distributed gradient boosting system. The results obtained are 

promising and show a greater AUC than earlier published findings. The cause of the exceptional 

predictive performance is examined, and it seems that the Feature Engineering element is critical. It 

observed that predictive models with good performance could achieved with feature engineering of the 

data. The average AUC obtained with this methodology for predicting bankruptcy is 0.949. 

 

Keywords: Artificial Intelligence, Benchmarking, Bankruptcy, Light GBM, Machine Learning 
 

REFERENCES 

[1]. Kim, M.J. & Kang, D.K. 2010. J. Expert Systems with Applications 3373–3379 

[2]. Y. Zhang, S. Wang and G. Ji, A rule-based model for bankruptcy prediction based on an improved genetic ant 

colony algorithm, Mathematical Problems in Engineering, Hindawi.  

[3]. Sartori, A. Mazzucchelli, and A. Di Gregorio, ―Bankruptcy forecasting using case-based reasoning: The 

CRePERIEapproach,ǁ Expert Syst. Appl., vol. 64, pp. 400–411, 2016.  

[4]. M. Tseng and Y. C. Hu, ―Comparing four bankruptcy prediction models: Logit, quadratic interval logit, neural 

and fuzzy neural networks,ǁ Expert Syst. Appl., vol. 37, no. 3, pp. 1846–1853, 2010. 3 

[5]. I.-P. Muhammad, ―Business bankruptcy prediction models: A significant study of the Altman‘s Z-score 

model,ǁ Asian J. Manag. Res., vol. 3, no. 1, pp. 212–219, 2012. 

[6]. S. Anand Christy, R.Arunkumar - Machine Learning Based Classification Models for Financial Crisis 

Prediction, International Journal of Recent Technology and Engineering (IJRTE) ISSN: 2277-3878, Volume-

8 Issue-4, November 2019 

[7]. Fan and M. Palaniswami, Selecting bankruptcy predictors using a support vector machine approach,ǁ 2000. 

IJCNN 2000, Proc.  no.table 2, pp. 354–359, 2000.  

[8]. West, ―Neural network credit scoring models,ǁComput. Oper. Res., vol. 27, no. 11–12, pp. 1131–1152, 2000. 

[9]. F. Atiya and S. Member, ―Bankruptcy Prediction for Credit Risk Using Neural Networks : A Survey and New 

Results,ǁ vol. 12, no. 4, pp.929–935, 2001.  

[10]. T. Lee, C. Chiu, and C. Lu, ― Credit scoring using the hybrid neural discriminant technique.....file 

danneggiato,guardarenellacartellaorigine,ǁ Expert Syst. Appl., vol. 23, pp. 245–254, 2002.  

[11]. Z. Huang, H. Chen, C.-J. Hsu, W.-H. Chen, and S. Wu,―Credit rating analysis with support vector machines 

and neural networks: a market comparative study,ǁ Decis. Support Syst., vol. 37, no.4, pp. 543–558, 2004.  

[12]. J. H. Min and Y. C. Lee, ―Bankruptcy prediction using support vector machine with optimal choice of kernel 

function parameters,ǁ Expert Syst. Appl., vol. 28, no. 4, pp. 603–614, 2005.  

[13]. K.-S. Shin, T. S. Lee, and H. Kim, ―An application of support vector machines in bankruptcy prediction 



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

          International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 1, June 2022 
 

Copyright to IJARSCT                  DOI: 10.48175/IJARSCT-4577 155 
www.ijarsct.co.in 

Impact Factor: 6.252 

model,ǁ Expert Syst. Appl., vol. 28, no. 1, pp. 127–135, 2005.  

[14]. West, S. Dellana, and J. Qian, ―Neural network ensemble strategies for financial decision 

applications,ǁComput. Oper. Res., vol. 32, no. 10, pp. 2543–2559,2005.  

[15]. S.-H. Min, J. Lee, and I. Han, ―Hybrid genetic algorithms and support vector machines for bankruptcy 

prediction,ǁ Expert Syst.Appl., vol. 31, no. 3, pp. 652–660, 2006.  

[16]. F. Tsai, ―Financial decision support using neural networks and support vector machines,ǁExpert Syst., vol. 25, 

no. 4, pp. 380–393, 2008.  

[17]. K.-S. Shin and Y.-J. Lee, ―A genetic algorithm application in bankruptcy predictionmodeling,ǁ Expert Syst. 

Appl., vol. 23, no. 3, pp. 321–328, 2002.  

[18]. M. J. Kim and I. Han, ―The discovery of experts‘ decision rules fromqualitative bankruptcy data using genetic 

algorithms,ǁ Expert Syst. Appl., vol. 25, no. 4, pp. 637–646, 2003.  

[19]. Alfaro, N. García, M.Gámez, and D. Elizondo, ―Bankruptcy forecasting: An empirical comparison of 

AdaBoost and neural networks,ǁ Decis. Support Syst., vol. 45,no. 1, pp. 110–122, 2008.  

[20]. Altman, G. Marco, and F. Varetto, ―Corporate distress diagnosis: Comparisons using linear 

discriminantanalysis and neural networks (the Italian experience),ǁ J. Bank. Financ., vol. 18, no. 3, pp. 505–

529, 1994. Tsai and J. Wu, ―Using neuralnetwork ensembles for bankruptcy prediction and credit scoring,ǁ 

Expert Syst. Appl., vol. 34, no. 4, pp. 2639–2649, 2008.  

[21]. Tsai and J. Wu, ―Using neural network ensembles for bankruptcy prediction and credit scoring,ǁ Expert Syst. 

Appl., vol. 34, no. 4, pp. 2639–2649, 2008 

[22]. L. Zhou,―Performance of corporate bankruptcy prediction models on imbalanced dataset: The effect of 

sampling methods,ǁ Knowledge-Based Syst., vol.41, pp. 16–25, 2013.  

[23]. J. Abellán and C. J. Mantas, ―Improving experimental studies about ensembles of classifiers for 

bankruptcyprediction and credit scoring,ǁ Expert Syst. Appl., vol. 41, no. 8, pp. 3825–3830, 2014.  

[24]. N. Chauhan, V. Ravi, and D. Karthik Chandra,―Differential evolution trained wavelet neural networks: 

Application to bankruptcy prediction in banks,ǁ Expert Syst. Appl., vol. 36, no.4, pp. 7659–7665, 2009.  

[25]. T. Xiong, S. Wang, A. Mayers, and E. Monga, ―Personal bankruptcy prediction by mining credit card 

data,ǁExperSyst. Appl., vol. 40, no. 2, pp. 665–676, 2013.  

[26]. L. Olson, D. Delen, and Y. Meng, ―Comparative analysis of data mining methods forbankruptcy 

prediction,ǁDecis. Support Syst., vol. 52, no. 2, pp. 464–473, 2012.  

[27]. C. F. Tsai and K. C. Cheng, ―Simple instance selection for bankruptcy prediction,ǁ Knowledge-Based Syst., 

vol. 27, pp. 333–342, 2012.  

[28]. Fedorova, E. Gilenko, and S. Dovzhenko, ―Expert Systemswith Applications Bankruptcy prediction for 

Russian companies : Application of combined classifiers,ǁ vol. 40, pp. 7285–7293, 2013.  

[29]. J.L. Iturriaga and I. P. Sanz, ―Expert Systems with Applications Bankruptcy visualization and prediction using 

neural networks : A study ofU . S . commercial banks,ǁ vol. 42, pp. 2857–2869, 2015.  

[30]. M. Zi, S. K. Tomczak, and J. M. Tomczak, ―Ensemble boosted trees withsynthetic features generation in 

application to bankruptcy prediction,ǁ vol. 58, pp. 93–101, 2016. 

[31]. GuolinKe, Qi Meng, Thomas Finely, Taifeng Wang, Wei Chen, Weidong Ma, Qiwei Ye, Tie-Yan Liu, 

―LightGBM: A Highly Efficient Gradient Boosting Decision Tree,ǁAdvances in Neural Information 

Processing Systems 30 (NIP 2017) | December 2017. 

[32]. Class imbalance Deep learning for Bankruptcy Prediction - 2020 First International Conference on Power, 

Control and Computing Technologies (I.C.P.C.2.T) – Shanmukha vellamcheti,Pradeep Singh 

 

BIOGRAPHY 

 Jaiprakash Prajapati possesses an engineering degree in computer and an MBA from Northeast Virginia along 

with several certifications from prestigious institutions and corporates such as IIT Kharagpur, IIT Roorkee, AWS 

and IBM having more than a decade experience in data science. A multidisciplinary data scientist with an 

extensive experience in Customer Level Personalization, Pricing and Promotion Analytics, Marketing Mix and 

Multi-touch Attribution, Risk Prediction & Predictive Maintenance. I can be reached on 



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

          International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 1, June 2022 
 

Copyright to IJARSCT                  DOI: 10.48175/IJARSCT-4577 156 
www.ijarsct.co.in 

Impact Factor: 6.252 

jaiprakash.prajapati@outlook.com.  

 Kumar Abhishek holds an engineering degree in Computer Science with a decade of experience in Data Science. 

A seasoned Data Scientist with acquaintance in Risk Analytics, AML Analytics, Fraud Analytics, 

Personalization, Pricing and Promotion Analytics, Marketing Mix and Multi-touch Attribution, and Predictive 

Maintenance. I am reachable at abhishek465@gmail.com. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  


