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Abstract: Forecasting Mechanisms such as Machine Learning (ML) models have been demonstrating 

their value in predicting perioperative outcomes in the domain of future course of action decision making. 

Many application domains have seen the usage of machine learning models for identification and 

prediction. A threat's unfavourable factors are prioritised COVID-19 has proven to be a serious hazard 

to humans. A worldwide pandemic has been declared by mankind. Many assets around the world have 

had problems. This sickness has a high infectivity and contagiousness. Take a look at the diagram of 

undermining elements. We used four Machine Learning Models in COVID-19: Linear Regression (LR), 

Support vector machine (SVM) and Bayesian Ridge. The results show that of the four models used in this 

work, the LR performs the best, followed by the Bayesian and SVM, which both perform well in forecasting 

newly confirmed cases, death rates, and recovery rates. 
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