
IJARSCT 
 ISSN (Online) 2581-9429 

    

 

         International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

 

 Volume 2, Issue 3, May 2022 
 

Copyright to IJARSCT    DOI: 10.48175/568        387 
www.ijarsct.co.in  

Impact Factor: 6.252 

Offensive Text Detection Using Classical Ai/Ml 

Techniques  
Nandini Tidke1, Komal Chopade2, Gaurav Kalsait3, Jai Singh4, Prof. Santosh Biradar5 

Students, Department of Computer Engineering1, 2,3,4 

Assistant Professor, Department of Computer Engineering5 

D. Y. Patil College of Engineering, Pune, Maharashtra, India 

 

Abstract: Due to the substantial growth of internet users and its spontaneous access via electronic devices, 

the amount of electronic contents has been growing enormously in recent years through instant messaging, 

social networking posts, blogs, online portals and other digital platforms. Unfortunately, the misapplication 

of technologies has increased with this rapid growth of online content, which leads to the rise in suspicious 

activities. People misuse the web media to disseminate malicious activity, perform the illegal movement, 

abuse other people, and publicize suspicious contents on the web. The suspicious contents usually available 

in the form of text, audio, or video, whereas text contents have been used in most of the cases to perform 

suspicious activities. Thus, one of the most challenging issues for NLP researchers is to develop a system that 

can identify suspicious text efficiently from the specific contents. We define this task as being able to classify 

a tweet as offensive or not. A set of ML classifiers with various features has been used on our developed 

corpus, consisting of 7000 English text documents where 5600 documents used for training and 1400 

documents used for testing. The performance of the proposed system is compared with the human baseline 

and existing ML techniques. 
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