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Abstract: In our banking system, banks have many products to sell but main source of income of any banks 

is on its credit line. So they can earn from interest of those loans which they credits. A bank’s profit or a loss 

depends to a large extent on loans i.e. whether the customers are paying back the loan or defaulting. By 

predicting the loan defaulters, the bank can reduce its Non- Performing Assets. This makes the study of this 

phenomenon very important. Previous research in this era has shown that there are so many methods to study 

the problem of controlling loan default. But as the right predictions are very important for the maximization 

of profits, it is essential to study the nature of the different methods and their comparison. A very important 

approach in predictive analytics is used to study the problem of predicting loan defaulters: The Logistic 

regression model. The data is collected from the Kaggle for studying and prediction. Logistic Regression 

models have been performed and the different measures of performances are computed. The models are 

compared on the basis of the performance measures such as sensitivity and specificity. The final results have 

shown that the model produce different results. Model is marginally better because it includes variables 

(personal attributes of customer like age, purpose, credit history, credit amount, credit duration, etc.) other 

than checking account information (which shows wealth of a customer) that should be taken into account to 

calculate the probability of default on loan correctly. Therefore, by using a logistic regression approach, the 

right customers to be targeted for granting loan can be easily detected by evaluating their likelihood of default 

on loan. The model concludes that a bank should not only target the rich customers for granting loan but it 

should assess the other attributes of a customer as well which play a very important part in credit granting 

decisions and predicting the loan defaulters. 
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