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Abstract: As large language models (LLMs) become increasingly important to upcoming applications 

and use cases, their dependence on cloud infrastructure raises concerns around latency, privacy, and 

accessibility. This paper presents a inference system that has two modes- offline and online modes for 

LLM execution. The offline mode leverages a quantized variant of DeepSeek-R1-Distill-Qwen-1.5B using 

Llama-RN on mobile hardware, while the online mode utilizes the cloud-based Gemma API. Our system, 

implemented on a consumer-grade smartphone, demonstrates the feasibility of on-device LLM inference 

without compromising accessibility or efficiency. We discuss implementation strategies, memory 

considerations, and trade-offs, contributing to the growing field of edge-native LLM deployment on 

mobile devices. 
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