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Abstract: Nowadays, computer vision has reached an advanced stage where computers can recognize 

their users with simple image-processing programs. This technology is widely applied in various aspects 

of daily life, including face recognition, color detection, and autonomous vehicles. In this project, 

computer vision and artificial intelligence (AI) are utilized to create an optical mouse and keyboard 

controlled by hand gestures. The camera of the computer reads the image of different gestures 

performed by a person’s hand and eyes. Based on the movement and gesture, the mouse and keyboard 

perform actions, such as right and left swipes. Similarly, keyboard functions can be controlled through 

gestures, like using one finger for alphabet selection and four fingers to swipe. This system acts as a 

virtual mouse and keyboard, eliminating the need for wires or external devices. The only hardware 

required is a webcam, and the coding is done in Python using the Anaconda platform. AI enhances 

gesture recognition accuracy, improving response times and adaptability. The Haar Cascade algorithm 

is used for gesture recognition and eye-tracking, while AI-based models help refine gesture 

classification. The system generates convex hull defects from hand gestures, and these defect 

calculations are applied to create an algorithm that links gestures to specific mouse and keyboard 

functions. By mapping a few gestures to these functions, AI enables more precise user interactions. The 

goal of this research is to develop an AI-powered system that uses non-verbal cues to operate a 

computer’s mouse and keyboard 
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