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Abstract: Ride-matching companies gather user data in real-time about their locations and preferred 

travel routes, as well as their previously taken rides. However, this type of data centralization presents 

significant privacy concerns. Cyber criminals can target such centralized databases, which would then 

expose users to data leaks as well as misuse of confidential information. A possible solution to the 

aforementioned problem is provided by federated learning, which decentralizes the learning process by 

keeping user data on their devices and only sending updates to the model. While making it more difficult for 

unauthorized individuals to access personal data, federated learning still provides high quality services for 

ride matching. Our work demonstrates that privacy preserving methods like secure aggregation and 

differential privacy provide data protection alongside efficient performance. Secure aggregation collects 

updates from multiple users prior to transmission to hide the identity of individual users, while differential 

privacy obfuscates the identity of the user by adding noise, making them much harder to extract. Both 

methods allow for the construction of federated learning systems that are privacy aware and do not use 

traditional methods of machine learning. Though, certain challenges still exist such as disparity in data, 

communication costs, and the variety in devices. While federated learning makes use of out-of-the-box 

computer systems, the varying capacity of the hardware and the quality of the networks may affect the 

learning process. To solve these problems, the model and communication design optimization has to be 

done for effective operation. Even with these restrictions set, in comparison to other methods, federated 

learning is superior considering the fact that it protects privacy greatly, improves the intelligence of the 

system, and provides a friendly user experience. Doing so reduces the chances of privacy infringement 

which builds trust in ride-sharing apps, making them easier to use and safer 
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