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Abstract: This study focuses on the use of machine learning (ML) approaches to forecast consumer 

eligibility for a credit card in order to prevent any future credit risk that might influence the bank's financial 

stability and credit performance. A credit card is a credit facility provided to a consumer by banks and 

financial organisations all over the world. Banks and financial institutions face credit risk as a result of the 

credit facility. Repayments are rarely guaranteed, and the loan frequently becomes a non-performing credit 

facility (NPL). To reduce credit risk, banks analyse applicants' creditworthiness and eligibility before 

issuing a credit facility. Traditional credit scoring techniques are used to make the judgement, and credit 

worthiness is not always correct.Using predictive models, this initiative intends to assist banks and financial 

institutions in identifying and interacting with creditworthy consumers. To create models, we employed 

Stochastic Gradient Descent (SGD) and Logistic Regression. SGD Classifier, Logistic Regression, SVC, 

Decision Tree Classifier, Random Forest Classifier, Gaussian NB, K Neighbours Classifier, Gradient 

Boosting Classifier, Linear Discriminant Analysis, Bagging Classifier, MLP Classifier, Ada Boost 

Classifier, Extra trees Classifier. Both linear SVM and nonlinear SVM models were utilised to determine 

the optimal SVM approach. Statistical approaches are used for feature selection in filter-based feature 

selection methods. For training and test data, model accuracy was assessed using Mean Absolute Error, 

Confusion Matrix, and Area Under Curve (AUC). We tested three classifiers and discovered that Nonlinear 

SVM outperformed the others. 
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