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Abstract: The project goal is to produce a working system for detecting the objects from given video source. In 

critical situation this detection will help us in finding a way. In this we will be using different cameras for 

detection of object. Calculates different parameters from the objects from the objects in the field of computer 

vision. The problems of detect single object and detect multiple object are not same..For detecting multiple 

objects, lots of problem can arise due to adrupt object motion, multiple object interaction , drifting of object 

etc. The main goal of this project is to help deaf and dumb people to communicate with normal people and 

also it helps normal people to understand their sign language. Through this application deaf and dumb people 

can easily communicate with normal people. 
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