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Abstract: Hyper-spectral photo class is a famous subject matter withinside the subject of faraway sensing. 

Hyperspectral pix seize mild statistics from throughout the electromagnetic spectrum. This offers a 

substantially massive quantity of facts to carry out type tasks. With the arrival of Deep Learning, many 

neural networks were proposed for Hyperspectral Image Classification. Recently, many Convolutional 

Neural Networks primarily based totally fashions were proposed. However, a lot of those frameworks use 

the most effective 3D-CNN or most effective 2D CNN or use trade 3D-2D CNN. They do now no longer 

completely seize the spectral, spatial, and spectral-spatial features. To clear up this problem a Novel 

3DCNN with spectral-spatial function extraction, spatial function extraction, and a spectral function 

extraction approach is proposed. Specifically, we use Principal Component Analysis to lessen the scale 

alongside the spectral dimension, later for every pixel, the encircling community pixels are formed into a 

data cube and fed into the 3D convolutions to hierarchically extract high-level spectral-spatial features. 
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